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Motivation 

Engineering problems often involve the design and analysis of system using numerical models which are associated 
with modelling uncertainty. This uncertainty might be related to incomplete knowledge about the model structure or 
the model parameters. In such cases uncertainty quantification methods can be applied to obtain knowledge about 
the uncertainty in the system performance. For computationally demanding simulation models, one often resorts to 
replacing the original model with a surrogate model that can be fast evaluated. Popular choices for surrogate models 
are neural networks or polynomial chaos expansion (PCE). Recently, a sparse Bayesian learning approach has been 
proposed for rational polynomial chaos expansion (rPCE), which is a surrogate model that is specifically suitable for 
frequency domain models in structural dynamics [1]. The sparse Bayesian learning approach can capture the model 
response with relatively few numbers of model evaluations. The implementation is based on a hierarchical prior 
structure for the model coefficients originally proposed in [2]. Therein a marginal likelihood approach for the hyperpa-
rameter estimation step is proposed. Alternatively, variational Bayesian approaches have been proposed for sparse 
Bayesian learning, e.g., in [3]. These transfer the problem of inference to an optimization problem.  
 
Tasks 

In the scope of this master’s thesis, a variational Bayesian inference formulation shall be derived for the sparse 
Bayesian learning problem for rational polynomial chaos expansion. 

• Carry out a literature study about sparse Bayesian learning and variational Bayesian inference. 
• Propose a suitable parametric family of approximate distributions and derive the variational formulation of 

the problem. 
• Implement the formulation and investigate suitable numerical techniques for the problem.  
• Investigate the method for different mechanical problems and compare to an existing marginal-likelihood-

based approach.. 
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Prerequisites 
 
Students should be interested in working with mathematical derivations. Furthermore, students need to show a 
solid understanding of probability theory and stochastic modeling. Finally, solid implementation are beneficial. 
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