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253 

David Jenkins, Department of Physics and 
Mathematics, School of Science and 
Technology, Nottingham Trent University, 
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Slide Model-Invariant Prediction of Landslide-Tsunamis Using 
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Impact of climate change on floods and hydrological dam 
safety with a stochastic rainfall generator and a rainfall-runoff 
model 

257 

Dimitrios Konispoliatis, National Technical 
University of Athens, Zografou, Greece 
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Assessing the spatial impact of the skewness-ratio originating 
from the time irreversibility and long-range dependence of 
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Engineering, Democritus University of Thrace, 
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Reconstructing a flood event: collecting field data and 
numerical modelling  
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Georgios Spiliotopoulos, University of 
Thessaly, Volos, Greece 

Effects of nonlinearity on crest dimensions of extreme waves in 
random seas 

265 

Ioannis Kourtis, National Technical University 
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Point-to-pixel comparison of a satellite and a gauge -based 
Intensity-Duration-Frequency (IDF) curve: The case of Karditsa, 
Greece 

267 
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FDCC Floods, Droughts and Climate Change 

Kevis Mbonyinshuti, Edf Lnhe, Chatou, France Improving flooding hazard numerical models through satellite 
observations  

269 

Antonija Harasti, University of Zagreb Faculty 
of Civil Engineering, Zagreb, Croatia 

Principal Component Analysis in development of empirical 
scour formulae 
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Evangelos Findanis, Department of Rural and 
Surveying Engineering, Faculty of 
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Thessaloniki, Thessaloniki, Greece 
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estimating and detangling components of uncertainty 
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Engineering, University of Patras, Patras, 
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matter monitoring in the river in France, example on the Rhône 
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a realistic skewed bridge  

341 

10



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

TCEM Theoretical, Computational and Experimental Methods 

Eugene Retsinis, National Technical University 
of Athens, Athens, Greece 

Velocity Measurements in Transient Flow Downstream of a 
Submerged Vertical Drop 

343 

James Yang, Vattenfall AB, R&D Hydraulic 
Laboratory, Stockholm, Sweden, Civil and 
Architectural Engineering, Royal Institute of 
Technology, Stockholm, Sweden 

Scaling Issues in Physical Modelling of Spillway Aerators 345 

Olivier Eiff, Karlsruhe Institute of Technology, 
Karlsruhe, Germany 

Stereo-PIV measurements within a canopy of spheres in 
shallow open-channel flows 

347 

Olivier Eiff, Karlsruhe Institute of Technology, 
Institute for Hydromechanics, Karlsruhe, 
Germany 

Refractive-index-matching using salt water 349 

Steven Weijs, University of British Columbia 
(ubc), Vancouver, Canada 

Model complexity and information content in flood prediction: 
A view through an algorithmic information theory lens 

351 

Vasilis Bellos, Department of Environemtal 
Engineering, Democritus University of Thrace, 
Xanthi, Greece, School of Civil Engineering, 
National Technical University of Athens, 
Athens, Greece 

Can we use hydraulic handbooks in blind trust? Two examples 
from a real-world complex hydraulic system 

353 

Hung Tao Shen, Clarkson University, South 
Burlington, United States 

Modelling River Ice Breakup and Ice jam Flooding 355 

Susanna Dazzi, Department of Engineering 
and Architecture, University of Parma, Parma, 
Italy 

Machine-learning and physics-based numerical modelling for 
flood level forecasting in rivers: insights from a case study in 
Italy 

357 

Georgios Vagenas, Department of Water 
Resources and Environmental Engineering, 
School of Civil Engineering, National Technical 
University of Athens, Athens, Greece; Institute of 
Marine Biological Resources and Inland Waters, 
Hellenic Centre for Marine Research (HCMR), 
Athens, Greece 

Effects of vegetation on Manning’s roughness coefficient in 
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email: iganouli@civil.auth.gr 

ABSTRACT 

The relationship between Water and Man is reflected in the way humans use water and apply the 

water resources management conceptual model. A historical review indicates that the Water-Man 

relationship has been continuously variable between two opposites: conflict and cooperation. In 

ancient times, nature and water were considered and respected as divinities. After the second 

industrial revolution (1870-1970), Man was felt to be able to dominate nature. The construction of 

the pharaonic Hoover Dam in 1935 is a milestone of the engineering capability to serve human 

interests by modifying and regulating nature. 

Since the late 20th century, the Integrated Water Resources Management (IWRM) is promoted as 

the state-of-the-art model, integrating not only technical and economic but also environmental and 

social issues. However, the model implementation in the field is confronted with high 

environmental externalities, such as diffuse pollution, soil nitrification, especially under climate 

change, and severe environmental challenges, such as floods and droughts. 

In this presentation, we claim that the IWRM model is still anthropocentric and technocratic, and 

has been unable to achieve water and environmental security up from a certain level. A new eristic-

dialectical approach is suggested to complement IWRM by reducing externalities and increasing 

hydro-resilience. The new model proceeds firstly, by analyzing conflicts between stakeholders’ 

activities and natural laws (Eristic Analysis), and secondly, by unifying opposite objectives through 

a dialectical approach (Dialectical Resolution). Two case studies from real situations illustrate the 

suggested eristic-dialectical methodology. 

Ref. Jacques Ganoulis (2021). The water–man eristic dialectics for sustainable hydro-governance. 

Water International, 46:7-8, 1135-1157. https://doi.org/10.1080/02508060.2021.2004003 
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Water governance: Tackling climate crisis challenges 

Maria P. Papadopoulou1 

1 National Technical University of Athens, Greece 

email: mpapadop@mail.ntua.gr   

ABSTRACT 

Extreme events related to climate change like floods and droughts are expected to further 

intensify impacts on water resources in the near future posing serious threats to life on earth. 

The need for urgent solutions is a key to achieve sustainable water resources management on 

all scales however requires a well-defined water resources legal and regulatory framework 

and at the same time a sustainable water governance system is critical for the management of 

water resources. 

Water policy defines the rules and instruments with which policy-makers manage conflicting 

water-uses, control water pollution, and meet environmental water quality standards.  A 

holistic view that included social, economic and environmental sustainability aspects is 

required to implement practices that will support the legislative aspects of water policy. 

On the other hand water governance is a complex process that considers multi-level 

participation, from public institutions to private sector, civil society and NGOs in co-design 

decision making process. New approaches and methods of governance should improve the 

transparancy and accountability in water policy making. Assessment, awareness and 

accessibility act as critical pilars of a governance system.  

Given the vital importance of freshwater, innovative approaches at policy and governance 

level are needed to tackle climate crisis impacts. 
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Research and Innovation Agenda for hydropower as catalyst for the energy 

transition in Europe 

Anton J. SCHLEISS1, Andrej MISECH2, Jean-Jacques FRY3, Mark MORRIS4 

1 EPFL-ICOLD, Switzerland  

email: anton.schleiss@epfl.ch 

2 EUREC, Belgium 

email: misech@eurec.be 

3 EURCOLD, France  

email: jean-jacques.fry@wanadoo.fr 

4 SAMUI, France 

email: mark.morris@samuifrance.com 

ABSTRACT 

Hydropower has all the characteristics to serve as a catalyst for a successful energy transition ensuring safe 

and independent electricity supply in Europe, and worldwide. The Hydropower Europe Forum has been 

preparing a Research and Innovation Agenda (RIA) and a Strategic Industry Roadmap (SIR) for the 

hydropower sector.  The Research and Innovation Agenda (RIA) provides recommendations on the R&I 

priorities for hydropower to the EU institutions and national authorities to contribute towards shaping public 

spending for R&I. The RIA identifies the main challenges for further hydro development, optimised 

maintenance, environmental and economic performance of existing assets and the related R&I gaps. The 

suggested research themes and topics in the RIA are offering challenging interdisciplinary R&I opportunities 

in near future and are asking for a strong involvement of the scientific community being active in the field of 

hydro-environment research and engineering. 

1. Hydropower Europe Forum

Hydropower has a long tradition in Europe and contributed significantly to industrial development and welfare 

in most of the countries in Europe. The ambitious plan for energy transition in Europe seeks to achieve a low-

carbon climate-resilient future in a safe and cost-effective way, serving as an example worldwide. The key role 

of electricity will be strongly reinforced in this energy transition. In many European countries, the phase out 

of nuclear and coal generation has now started, with a transition to new renewable sources comprising mainly 

solar and wind for electricity generation. However, solar and wind are variable energy sources and difficult to 

align with demand. Hydropower already supports integration of solar and wind energy into the supply grid 

through its flexibility in generation as well as its potential for storage capacity. These services will be in much 

greater demand in order to achieve the energy transition in Europe and worldwide, ensuring safe and 

independent electricity supply. Hydropower has all the characteristics to serve as an excellent catalyst for a 

successful energy transition. There is still a significant untapped potential, which allows hydropower to 

perform this role. However, this will require a more flexible, efficient, environmentally and socially acceptable 

approaches to increase hydropower production to complement other renewable energy production. 

From November 2018 until February 2022, the Hydropower Europe Forum, supported by a project that has 

received funding from the European Union's Horizon 2020 research and innovation programme, has been 

preparing a Research and Innovation Agenda (RIA) for the hydropower sector based on a newly formulated 

vision for the hydropower development in Europe.  The content of the RIA (HPE, 2021) was discussed in 

several technical fora and transparent public debates through a forum that gathers all relevant stakeholders of 

the hydropower sector in Europe. Based upon a first enhanced draft, a second wider online consultation process 

started in August 2020 accompanied by an online event in October 2020 called “Hydropower seeking its role 

in the clean energy transition.” Some 185 stakeholders actively participated in this second wider online 

consultation process and feedback was received regarding the priorities of the research themes covering 

numerous topics and strategic actions. From spring to autumn 2021, the consultation results were discussed in 
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workshops with the Consultation Expert Panel (CEP) with the purpose of establishing final priorities and 

defining suggested programme timelines, indicative magnitude of funding required as well as expected 

Technology Readiness Level (TRL) of the research themes. The prioritisation process was finally validated by 

including the results of a complex system analysis (HPE, 2020) carried out for hydropower in Europe as well 

as European initiatives regarding the energy transition and the European Green Deal. 

2. Research and Innovation Agenda (RIA)

The Research and Innovation Agenda (RIA) provides recommendations on the R&I priorities for hydropower 

to the EU institutions and national authorities to contribute towards shaping public spending for R&I. The RIA 

identifies the main challenges for further hydro development, optimised maintenance, environmental and 

economic performance of existing assets and the related R&I gaps. As a result, R&I needs for hydro are listed 

and clarified, specifying the type of challenge, expected results, R&I activities needed, the relevant 

stakeholders, and indicative timeframe along with an assessment of the likely funding needed. The RIA is not 

limited to only technological issues, such as equipment and infrastructure improvement and extension or 

advanced operation managing systems. It also includes environmental, social and economic issues with a view 

for sustainable development and to understand how community and the wider public react to hydropower 

projects and how social acceptance can be enhanced. However, the RIA looks at these issues exclusively 

through a research and development perspective. The R&I needs have been prioritised according to criteria 

defined with the support of the Consultation Expert Panel (e.g., consistency with EU policy objectives, 

maturity of the technology, expected benefits, etc.). The research themes identified are grouped according to 

the challenges which hydropower in Europe must address, namely: 

• Increasing Flexibility

• Optimisation of operations and maintenance

• Resilience of electromechanical equipment

• Resilience of infrastructures and operations

• Developing new emerging concepts

• Environmental-compatible solutions

• Mitigation of the impact of global warming

In total 18 research themes including in total 80 detailed research topics for each of them have been formulated 

based upon the wide consultation feedback. The RIA is a key contribution to the growing debate on the net 

zero economy and the European Green Deal and will be highly relevant for discussions on finding the best 

solutions to provide the new energy system with flexibility ensuring safe and independent supply. They will 

help European regulators, policymakers, civil society, NGOs, technology developers, planners, utilities and 

system operators to discuss together and to take balanced decisions on further hydropower development to 

enable the new energy system to benefit fully from the storage and flexibility potential of this valuable 

resource. Hydropower provides ancillary and important back-up services which help stabilise the grid for 

intermittent and non-dispatchable renewable resources such as wind or solar power. Furthermore, hydropower 

delivers many services beyond just electricity supply, as an important player in both water resources 

management and water storage. This will be key in the near future due to climate change. 

Besides an overview of the current situation of hydropower in Europe and its development potential, the 

contribution will present in detail the background and challenges of the research themes and the related detailed 

topics where a strong involvement of the hydro-environment research and engineering community is wished 

for shaping a successful energy transition in Europe with safe and independent supply.  
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ABSTRACT 

Advances in computational algorithms coupled with exponentially growing computing power and 

data-driven reduced order modeling pave the way for developing a powerful simulation-based 

engineering science framework for tackling a broad range of hydraulic engineering flows. Multi-

physics large-eddy simulations taking into account complex waterway bathymetry, energetic 

coherent structures, turbulence/sediment interactions and morphodynamics, free-surface effects 

and flow structure interaction phenomena are now well within reach and are impacting engineering 

practice. I review such progress and offer specific examples highlighting the enormous potential of 

simulation-based engineering science to supplement and dramatically augment the insights that can 

be gained from physical experiments. I discuss computational challenges but also underscore the 

enormous opportunities to take advantage of advanced algorithms, powerful supercomputers, and 

data-driven machine learning to tackle societal challenges in restoration of aquatic environments, 

sustainable mitigation of the impacts of climate change, and development of efficient and 

environmentally compatible renewable energy systems. 
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ABSTRACT 

In this case study we compare two different numerical approaches, namely URANS (Unsteady Reynolds-

Averaged Navier-Stokes) and DES (Detached-Eddy Simulation), to simulate the flow field around a semi-

ellipsoid mounted on a flat plate. The considered configuration is in reference to an isolated large boulder in 

an open stream. The results of the numerical simulations are compared with experimental laboratory data for 

model validation. We show that the results obtained with DES are in very good agreement with the lab data. 

By contrast, the more cost-efficient URANS method leads to a different flow pattern in the near-wake region 

and hence to very poor prediction of the lift and drag forces acting on the semi-ellipsoid. 

1. Introduction

Numerical simulations using computational fluid dynamics (CFD) become increasingly popular in hydraulic 

engineering not only for lowland rivers with moderate flow velocity but also for steep rivers with high 

velocities and small relative submergence of roughness elements (e.g. boulders). Due to the high computational 

cost of eddy-resolving methods like Large-Eddy Simulations (LES), the use of RANS is still very popular. In 

most cases, such simulations do not capture with sufficient accuracy the dynamics of the large scale turbulence 

that plays a major role in predicting flow hydrodynamics, mixing and sediment transport in rivers. 

As LES without wall functions is very costly for high Reynolds number flows, we use a hybrid approach (DES) 

as the method of choice for performing the eddy-resolving simulations. DES is considered a hybrid method 

between URANS and LES. The turbulence model close to the wall surfaces is equivalent to a RANS model, 

while it is similar to a LES model in the regions situated away from the wall surfaces (Spalart, 2000). The 

major benefit of DES compared to well-resolved LES (i.e. no wall functions) is the significantly reduced 

computational cost. 

In steep channels, large boulders contribute to the stability of the riverbed and increase flow resistance (e.g. 

Bathurst, 1978). Therefore, estimation of the forces acting on the boulders is of great importance to correctly 

estimate bed stability. In this CFD study, we used a fully submerged, wall-mounted semi-ellipsoid as a first 

approximation to represent a single large boulder in a river. To assess the predictive capabilities of URANS 

and DES, we compare the numerical results with the laboratory experiments of Hajimirzaie et al. (2012). 

2. Method

The 3D numerical simulations were conducted using the commercial CFD software STAR-CCM+ which is 

based on the finite volume method and is capable of performing turbulent flow simulations using URANS and 

DES models. Several turbulence models were tested. The k-ω SST for URANS (based on Menter, 1994) and 

k-ω SST for DES (based on Menter, 2004) were found to perform the best. The present paper reports only

results using these two models.

The domain and obstacle sizes and the flow conditions in the numerical model were based on those used in the 

corresponding experiments. The Reynolds number was 17’800. The water surface was modeled using the rigid 

lid approach as the submergence of the semi-ellipsoid was high (d/H = 3.9) and the influence of the water 

surface on the flow around the semi-ellipsoid was expected to be small (Shamloo et al., 2001). A boundary 

layer velocity profile with low artificial turbulence intensity was specified at the inlet boundary. A zero-

gradient pressure boundary condition was applied at the outlet. The wall region was fully resolved with y+ ≤ 1 

for the first cell normal to the wall. This resulted in a mesh with roughly 6.4M cells. The time step was chosen 

to be approximately 1/100 of a shedding cycle for URANS and 1/500 for DES, respectively. A further decrease 
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of the time step or increase of the spatial resolution did not result in observable changes of the mean flow field. 

After an initialization period, the flow parameters were averaged over more than 25 shedding cycles to obtain 

the mean flow and turbulence statistics. 

The results from the numerical simulations were first non-dimensionalized, using the free stream velocity and 

height of the semi-ellipsoid, and then compared with the results provided by the experimental study. This 

included contour plots of the mean vorticity in streamwise and transversal direction, streamlines in the 

centerline cross-section as well as Reynolds stresses. The data provided by the reference experiment is mainly 

from within the near-wake zone of the semi-ellipsoid and was obtained by PIV measurements. 

3. Results

The streamlines in Fig. 1 visualize the flow downstream of the semi-ellipsoid and the recirculation zone. For 

the laboratory experiments and DES, the (non-dimensional) recirculation length was lr,lab ≈ 2.4 and lr,DES ≈ 2.2, 

respectively. For the URANS simulation, the length of the recirculation region almost doubled as lr,URANS ≈ 4.7. 

Similarly, the streamwise and transverse vorticity profiles measured in the laboratory experiments and 

predicted by DES agree well, while those predicted by URANS deviate significantly. The simulation time 

required for one single timestep was comparable for both URANS and DES (the number of grid cells was 

similar), nevertheless due to the higher number of timesteps needed to get a statistically steady flow and then 

to calculate the mean flow, the total simulation time for DES was significantly higher. 

Fig. 1. Mean flow streamlines in the longitudinal cross-section along the centre line for a) laboratory experiments (Hajimirzaie et al., 2012), 

b) DES with the k-ω SST turbulence model and c) URANS simulation with the k-ω SST turbulence model.

4. Conclusion

The results show that URANS predicts a mean flow field in the near wake that is quite different from the one 

observed in the laboratory experiment. In particular, the URANS significantly overestimated the length of the 

recirculation region downstream of the obstacle. This finding agrees with previous studies, e.g. Nürnberger & 

Greza (2002), that found URANS is not very accurate for predicting separating flows for obstacles where the 

position of the separation line is not dictated by the geometry (e.g. by the presence of sharp edges). By contrast, 

DES performed considerably better and showed good agreement with the experimental data. This study shows 

that for surface-mounted bodies with a large degree of bluntness eddy-resolving methods are necessary to 

correctly estimate the flow field in the near-wake zone. The poor prediction of the near-wake flow by URANS 

also leads to an underprediction of the lift and drag forces acting on the surface-mounted body and thus of the 

capability of the flow to displace the boulder, which is an important mechanism affecting bed stability. 
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ABSTRACT 

In the rivers and surface waters of the Weinviertel, Lower Austria, suspended sediment load is aimed to be 

reduced. Thus, non-controlled, small flood retention basins with permanent open outflow have been 

investigated whether they can also be used as sediment retention basins. This research focuses on optimizing 

the sedimentation processes in such a flood retention basin through structural measures. Square basins with 

four different variants of the position of inlet and outlet were analyzed using the three dimensional numerical 

hydrodynamic solver RSim-3D. The variant with the highest sedimentation efficiency has the inlet at the 

southern basin boundary on the west side and the outlet at the eastern basin boundary on the south side. 

1. Introduction

In recent decades the number of heavy rainfall events has increased in many parts of Europe, such as the 

Weinviertel region in Lower Austria, albeit with regional differences (Hartmann et al., 2013). Subsequently, 

topsoil is eroded from intensively used agricultural areas and transported into the river systems. There the 

material is deposited resulting in a reduced discharge capacity and subsequently reduced flood protection. In 

addition, ecology and morphology are affected negatively. To retain sediment in predefined and controlled 

areas, existing flood retention basins are planned to be used.  

2. Method

Geometrical modifications of the basin were studied for optimizing sedimentation efficiency in a retention 

basin using the hydrodynamic solver RSim-3D (Tritthart, 2005). The solver uses the Finite Volume Method 

for the numerical solution of the three-dimensional Navier-Stokes equations. Turbulence is modelled using the 

standard 𝑘-ϵ turbulence model (Launder and Spalding, 1974). 

The geometry is based on a operational retention basin in Breitenwaida, Lower Austria. The results are 

obtained in two steps: (1) solution of steady-state hydrodynamics for a constant inflow of 0.25 m³/s using the 

RSim-3D solver. (2) Simulation of unsteady sediment transport during a 54 min event with constant inflow 

concentration of 45 g/l based on the advection-diffusion equation and the steady fluid-velocity field obtained 

in step (1). Inflow sediment concentration and grain size distribution were determined from water samples in 

the Weinviertel, representing the typical material of this region.  

Various idealizations of the geometry have to be applied for the numerical model to converge within a 

reasonable simulation time. The final basin geometry has a square shape with an edge length of 12.3 m. Inlet 

and outlet, respectively, are 0.8 m wide. The simulations are conducted for four different variants (V1, V2, V3 

and V4) of inlet and outlet positions (Fig. 1). 

3. Results

The flow pattern in all four variations shows differing flow paths depending on the position of inlet and outlet. 

Inlet and outlet position in V2 result in the shortest path through the basin and the respective positions in V3 

the longest flow path through the basin (Fig. 1). Since the aim of the investigation was to optimize sediment 

retention in the basin, V2 was excluded from further sediment simulations due to the short-circuit flow from 

inlet to outlet. 
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Fig. 1. Hydrodynamic results of the four variants: V1, V2, V3, V4 (f.l.t.r.) 

The amount of deposited and suspended material in the basin was calculated for the three remaining cases V1, 

V3 and V4 and is shown in Figure 2. The dashed lines represent the mean sedimentation rates related to the 

total amount of inflowing sediment after 54 min. V3, which shows the longest flow path through the basin, 

leads to the highest amount of retained sediment, both deposited and suspended material. V2 and V4 result in 

almost the same sedimentation rates. It can also be seen that only grain sizes larger than 0.02 mm are deposited 

and smaller grain sizes will not be retained in the basin. Assuming a certain amount of flocculation of smaller 

grain sizes, sedimentation rates of these grain sizes might increase. 

Fig. 2. Sediment performance T=54 min 

4. Conclusion

Generally, the research focused on basins with a permanent outflow and, thus, with a flowing wave retention. 

The variation study showed that V3 with the longest main flow path through the basin leads to the highest 

sedimentation rates. For the retention of flood waves with a high amount of suspended load this is an important 

information. In addition, the study revealed that the lager grain sizes are totally retained in the basin. The 

findings derived from this study have already been implemented in the retention basin in Breitenwaida by 

optimizing the inlet and outlet positions.  
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ABSTRACT 

In small, shallow lowland streams submerged aquatic vegetation can take up a significant part of the cross-

section during the summer season. This vegetation provides important habitat to fauna and plays a role in the 

natural sediment management of stream basins. However, it also increases the flow resistance, which may lead 

to flooding of surrounding land. Changes in the hydrologic regime following climate change calls for finding 

a balance between ecological and societal needs. Key to finding this balance is a good understanding of the 

relationship between this instream vegetation and water levels. In this study, we analysed hydraulic 

measurements of a canalized stream in The Netherlands. We estimated the relationship between vegetation 

and water level set-up using a hydraulic model and a data-driven vegetation model to quantify the impact of 

removal of vegetation on water levels by mowing. On average, the removal of vegetation is estimated to reduce 

the water tables by about 20% of the average water depth of 1 meter.  

1. Introduction

1.1. Study Area 

Our study area is the upper reach of the small Leijgraaf stream (bottom width 5 m, maximum width 11 m, 

annual maximum discharge of 2.8 m3s-1, average slope of 3.78⋅10-4 m/m) located east of ‘s-Hertogenbosch, 

The Netherlands. This stream is channelized – its main function is irrigation – and there are 13 weirs over 15 

km to manage surface- and groundwater levels in the area. Hourly observations of water levels and discharge 

(through weir formula) are available for multiple years (2003-2020).  

1.2. Problem and Objective 

To prevent damages, the regional water authority regularly removes vegetation by subaqueous mowing. 

Decisions on when to mow are made using overall multi-year planning schedules that are refined with water 

level data, weather forecasts and additional visual inspection in the field. However, it is unknown to what 

extent the visual appearance of vegetation translates to a direct hydraulic effect. In this study, we study the 

hydraulic effect of vegetation to see whether mowing events can be detected in the hydraulic record as an aid 

to the visual inspections. To separate other variables that affect water levels, such as discharge and downstream 

water levels, we use a hydraulic model with a vegetation roughness predictor.  

2. Method

The relationship between discharge and water level in small stream is often modelled using stage-discharge 

relationships derived from the Manning-Strickler equations (Perret, 2020). However in a system with weirs 

the Manning-Stickler equation for uniform flow does not apply and one must use a non-uniform model like 

the Bélanger equation. Here, we use the SOBEK hydraulic model, but solve it quasi-stationary, meaning that 

we assume stationary but non-uniform flow. The influence of vegetation is modelled through bed friction using 

a modified version of Rhee’s law (Rhee, 2008; Errico, 2018): 

𝑛 =
𝛼

𝑄
+ 𝑛𝑏 (1) 

Where n is Manning coefficient representing total roughness [sm-1/3], Q is the discharge [m3s-1], nb is the bed 

roughness in absence of vegetation [sm-1/3] and α represents vegetation blockage [m-1/9]. In Rhee (2008), α is 

a function of the geometry of the cross-section. Here, we model α as a general lump-term representing the 
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influence of vegetation on roughness. Because aquatic vegetation is generally seasonal, with a single growth 

season, we model α using a logistic growth model: 

𝛼 = 𝛼𝑚(1 + 𝑒−𝑟(𝑡−𝑡𝑚))
−1

(2) 

With maximum value αm, growth rate r (h-1), time t and time of maximum growth tm. Since this system is 

actively managed, we do not model a decay term: vegetation is generally removed by mowing, not by natural 

decay. First, we compute the actual roughness through inverse modelling on a two-day interval. Then, we 

define a-priori probability distributions for the unknown variables in Equation 1 and 2 [nb, αm, r, tm] and 

compare that roughness with the one computed from the hydraulic record. Major and lasting deviations from 

the model are assumed to be caused by human intervention.  

3. Results

Fig. 1 shows the results for 2015 in one of the sections of the stream between 2 weirs (length 3.0 km). In the 

left figure, we observe that around day 186 (July 6th) the roughness suddenly decreases and stays low. At these 

events, we reset the model and started a new period. The result is seen on the right. In total, four potential 

events were identified. After the first three events, regrowth was detected, while after the fourth and final one, 

no regrowth was seen. This indicates that either the conditions were no longer favourable to vegetation growth, 

or the final human intervention removed near everything. We applied this approach on three different sections 

of the stream over a period of 14 years. In most years, two or three events were identified. The dates of the 

events were similar between years. The effect on water levels was tested by hydraulic simulation using the 

roughness before and after the mowing event. On average, the effect was estimated to be about 20 cm, on a 

typical water depth of 1 m.  

4. Discussion and conclusions

We demonstrated an analysis of stream water levels to detect mowing events using a hydraulic model with a 

simple vegetation roughness predictor. The identified events were consistent between years and sections of the 

stream. While we are confident that the identified events were caused by human intervention, it is likely that 

not all mowing events are identified. Cross-checking with a database of planned events (there is no record of 

actual events) suggest that more events have taken place than are visible in the record. Therefore, we detect 

only the effective mowing events. Nonetheless, this distinction may help reduce the mowing effort by 

focussing only on hydraulic effective events and find a balance between ecological and societal needs.   

Fig. 1. The results for one of the stream sections in 2015. Red dots show measurements, shaded area is the result of the roughness model 

including model uncertainty. Left: results without mowing events. Rights: periodically reset roughness following identification of four 

potential mowing events.  
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ABSTRACT 

In the present paper, the hydraulic characteristics of the brush-type fish pass have been experimentally 

investigated. The hydraulic test results reveal that the brush fish pass fulfills the requirements of an efficient 

fishway by providing tranquil flows and sufficient flow depths for different fish species. Flexible hydraulic 

elements were referred to with three parameters as Cauchy number, the areal density of brush elements, and 

channel bed slope. The wall friction plays only a minor role in this process. The Darcy-Weisbach friction factor 

was derived from dimensional analysis and experimental measurements. By using the proposed formula, cross-

sectional average velocity and discharge can be estimated for the given channel geometry data. Bed slope 

appears to be one of the main parameters that control the magnitudes of energy dissipation and turbulent kinetic 

energy. 

1. Introduction

In the literature, for fish pass structures, flow resistance formulas developed mainly for rigid obstacles. Baki 

et al. (2014) observed that flow resistance decreases with increasing relative submergence. In their experiments 

drag coefficient increases rapidly from 1.2 to 3.0 as the submergence ratio decreases from 1.2 to 0.8. 

Additionally, Heimler et al. (2008) related the flow resistance with the function of boulder density, boulder 

configuration, and relative submergence. On the other hand, Cassan et al. (2014) expressed the maximum 

velocity, which is crucial for fish passability, as a function of rigid obstacle density and bed slope for the 

subcritical and supercritical regimes. However, the literature lacks flow resistance studies for flexible obstacles 

in fish pass structures. 

2. Flow Resistance in Brush Fish Pass: Experimental Investigation

In the present study, a flume with brush-blocks is principally considered as a rough channel with individual

distributed macro-roughness elements. Brush blocks affect the flow by forming an obstacle and deflecting flow

and by enhancing form drag and skin friction (Meier and Lehmann, 2006). The flow is quasi-uniform in brush

fish pass and the Darcy-Weisbach friction factor f is calculated from

2

8 o hS R g
f

U
= (1) 

in which U is the cross-sectional-averaged flow velocity, Rh is the hydraulic radius, g is the acceleration due 

to gravity and So is the channel bed slope. For the Darcy-Weisbach friction factor f, the effective dimensionless 

parameters obtained from the dimensional analysis can be listed as: 

( ), , , / , , , Reo w y bf fun S A C d h BA Fr= (2) 

where, So is the channel bed slope, Aw is the areal density of bristles, slenderness ratio, s, which represents the 

shape of the bristle is included in the Cauchy number 
y

2
3U

C s
E


=  (Li et al., 2018; Vettori and Nikora, 2018), 

in which E is Young’s modulus of elasticity of bristle, d/h is the relative submergence of bristles, BA is the 

brush block arrangement, Fr is the Froude number, Reb denotes the bristle Reynolds number
bRe buD


= . 

Systematic experiments were carried out in a 0.40 m wide, 0.5 m deep rectangular flume (bed slope adjustable 

between 0-12%), with 4 m long Plexiglas sidewalls and PVC bed. Experiments were performed with four 

different areal bristle densities and three different bed slopes. Derivation of the friction factor also includes the 

data set from Kassel University hydraulic laboratory that the experiments were conducted in a 2 m wide 

channel (Hassinger, 2004). 3D flow velocities were collected with the Micro Sontek ADV (16 MHz). 
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3. Results and Discussion

Hydraulic test data reveal that the Darcy–Weisbach friction factor tends to decrease with increases in discharge

and Cauchy number, Cy, of the bristle. Fig. 3 shows the friction factor f plotted against the Cauchy number Cy.

The trend is best fitted by the logarithmic function

ln( )yf a C b= − + (3) 

Eq. (3) indicates the inverse dependence of the friction factor on the Cauchy number for the proposed fish pass 

structure and tested flow conditions, and this dependence is in agreement with previous studies for flexible 

vegetation (Li et al., 2018; Vettori and Nikora, 2018). 

Fig. 1. Variation of the Darcy-Weisbach friction factor with the Cauchy number and bed slope for a bristle areal density 

of.Aw=0.011 m2/m2. Solid lines represent the best-fit curves of Eq. (3).  

The bed slope, indirectly the Froude number, controls the turbulent kinetic energy magnitude. With the 

increase of bed slope from 2% to 6%, the maximum observed turbulent kinetic energy increased approximately 

by a factor of 4. The spatially averaged TKE is obtained by integrating the local TKE values over the horizontal 

plane. The spatially-averaged turbulent kinetic seems to be lower (for the same dissipated power) in brush fish 

than in technical fish passes. Compared to staggered boulders, spatially-averaged TKE in the basin reduced 

from 0.13 m2/s2 (Larinier, 2007) to 0.01 m2/s2 for the same dissipated power of ΔP=270 W/m3. Also, in brush 

fish pass the maximum TKE is reduced by a factor of 2 with compared the natural like type for the same 

dissipated power. This can be explained due to the fact that in the brush zone energy dissipation is related to 

the flow-induced vibrations of the bristles and the main energy dissipation takes place due to the oscillation 

and bending of bristles rather than by the viscosity of the water in an energy cascade process (Kucukali, 2016). 
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ABSTRACT 

Permeable pavement is used to reduce stormwater volume, peak flow and promote pollutant load removal 

(Scholz and Grabowiecki, 2007, Brunetti et al., 2016, Marchioni and Becciu, 2014).  The volume reduction 

depends on the base depth, while peak flow and loads removal are dependent on the surface layer, that must 

present a hydraulic conductivity capable of significantly limiting runoff; while the pore structure acts as a filter 

retaining particulate matter (PM), deriving from erosive phenomena and anthropogenic activities. The 

infiltration capacity tends to decrease over time due to the PM accumulation.  An adequate maintenance 

program guarantees that hydraulic conductivity remains above a threshold. The infiltration capacity is a 

function of the characteristics of the material used in the surface layer, normally permeable concrete (PC), 

porous asphalt (PA) or interlocking concrete blocks.  For this research a series of a rainfall simulation tests 

were used to analyze the hydrological and load removal response of permeable pavement surface under 

clogging. Results confirm the permeable efficiency under clogging on stormwater runoff reduction and 

pollutants removal.   

1. Methodology

For the tests, 18 PA and PC slabs of 500 × 260 × 50 mm (thickness) and ΦT (total porosity) of 0.15, 0.20 and

0.25 respectively produced in laboratory with a mix design from a previous study (Bonicelli et al. 2015).  A

rain simulator has been specially designed to perform the tests in laboratory. To simulate clogging phenomena

a granular mixture with sand with particle size distribution ranging from 75 to 2,000 μm and a small fraction

of filler was assembled to simulate dry deposition usually present on urban road pavements (Kim and

Sansalone 2008).  Tests were carried with rainfall intensity of 50 mm/h, 100 mm/h and 150 mm/h and PM

concentrations of 0.5 kg/m2; 1.0 kg/m2 and 1.5 kg/m2 for a total of 285 tests.  Further details are reported on

Marchioni et al (2021a); Marchioni et al. (2021b); Brugin et al. (2020); Marchioni et al., (2016); Valerio et al.,

(2016). The filtration mechanisms on porous media were analyzed through a mechanistic model, considering

the ratio of the average pore diameter (dm) to pm particle diameter (dp) (McDowell-Boyer. t et al. 1986 (Auset

and Keller 2006, McDowell-Boyer et al. 1986). These mechanisms have been identified for PC and PA (Teng

and Sansalone 2004, Marchioni et al. 2021a, Marchioni et al. 2021b).  In this study  dp was estimated by XRT

analysis for PA, a technique widely used for this purpose (Teng and Sansalone 2004, Sansalone et al. 2008,

Kuang et al. 2015).

2. Results

Figure 1 (a), illustrates runoff coefficient (C) for the 285 tests, obtained as the ratio between the collected

runoff volume and the total volume of the simulated storm event. The mean runoff coefficient found was 0.07 

with a standard deviation of 0.11, and no surface runoff (C = 0) was observed in 47% of the tests confirming 

acceptable performance. The hydraulic conductivity of the PA and PC were measured both in initial conditions 

(before applying loadings) and after carrying out the cycle of tests and proceeding with a deep cleaning using 

water under pressure.  Although a statistically significant decrease in hydraulic conductivity was observed, the 

efficacy in reducing surface flow was still acceptable.  Figure 1 (b), shows PM fate for the rainfall simulation 

tests where most of the PM (> 85%) remained retained in the surface or inside the porous medium (PA and 

PC), a percentage less than 15% leached through the porous medium, while less than 2% was washed off by 

runoff, confirming pollution load removal. For the mechanistic model used, considering an dp,average = 2.52 mm 

for PA, was estimated a 92%  of PM in mass retained by the porous medium where 87% on the surface , 

forming the schutzdecke, and  4% within the core of the specimen. It is also estimated that 8% of PM could 

leach the porous medium. The results obtained through the model have a percentage difference of 8% 

compared to the experimental values. 
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Fig. 1. (a) runoff coefficient obtained in the rain simulation tests, (b) PM fate on mass (Marchioni et al., 2021a, Marchioni et al., 2021b). 

3. Conclusion

Permeable pavement performance for the surfaces considered (PA and PC) showed efficiency in reducing

runoff and removing polluting load even under heavy clogging. In conclusion, the study demonstrated the 

efficiency of permeable pavement for two objectives of stormwater sustainable management, peak flow 

reduction and load removal. 
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ABSTRACT 

Daphnids are amongst the most efficient grazer zooplankters. They serve as representative models in 

freshwater ecology, e.g. to study zooplankton migration patterns. Horizontal migration of daphnids is not well 

known, particularly in what concerns the relation with hydrodynamics. Addressing this research gap, we 

experimentally characterize the horizontal migration of Daphnia magna associated to positive phototaxis. A 

LED light source is installed at the end of the tank opposite to the half-tank where fifty individuals of D. magna 

were initially placed. The study tested two conditions: water with and without fish kairomones. It was observed 

that the horizontal movement of D. magna can be decomposed into advective and diffusive modes. Preliminary 

results show that horizontal positive phototaxis is reduced in the presence of fish kairomones. 

1. Introduction

Zooplankton represents a key functional level in freshwater ecosystems, especially in lakes and reservoirs, 

controlling phytoplankton and transferring carbon and energy to higher food web stages (Pinel-Alloul, 1995). 

Daphnids are amongst the most efficient grazer zooplankters and hence have been used as representative 

models in many biological disciplines, including freshwater ecology (Altshuler et al. 2011). For example, they 

have been extensively used to study zooplankton migration patterns. Migration of zooplankton is driven by 

abiotic and biotic threats (Rollwagen-Bollens et al., 2020), including by the perception of predatory cues 

(kairomones), a mechanism that is genetically imprinted. Vertical migration of daphnids, as a behavioral 

response to light, is relatively well understood and their phototaxis is intertwined with predation risk (Loose, 

Cartson J. et al., 1993). In the absence of predatory cues, daphnids tend to exhibit positive phototaxis for 

wavelengths in the visible spectrum, while some variations may occur depending on spectral specificities (e.g. 

UVR intensity) (Storz, U.C. et al., 1998). However, in shallow lakes, vertical migration is of little relevance, 

and horizontal migration is likely the prevalent mode of daphnid movement to escape from perceived threats 

or to respond to light stimuli. Horizontal migration of daphnids is not as well studied as vertical migration and 

should take into account the hydrodynamics of the fluid environment. Addressing this research gap, we propose 

to experimentally characterize the horizontal migration of D. magna associated to positive phototaxis. 

2. Experimental methods

The study is conducted under two conditions: water with and without fish kairomones. The experimental set-

up comprises a water tank (40 × 20 × 19 cm3) divided at half-length by a thin opaque vertical barrier. A LED 

light source is installed at one end of the tank. Fifty individuals of a pre-defined D. magna clone are placed in 

the half-tank opposite to the light source. In the other half there is water with or without fish kairomones. The 

entire length of the channel is illuminated by red backlight. Particle Image Velocimetry (PIV) tests were carried 

out to characterize the background velocity, as the removing the vertical gate always produces circulation. The 

motion of individual daphnids is recorded by a high-speed camera (1200×1000 px2) at 100 fps. The set-up 

mimics the conditions found in nature when the movement is between the littoral, where macrophyte cover 

offers protection, and the limnetic area. The experimental procedure entails: selecting the light wavelength, 
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adjusting the power to ensure that the same light intensity for all wavelengths and removing the barrier. The 

position, velocity and acceleration of the daphnids is obtained with Particle Tracking Velocimetry. 

3. Results

Fig. 1 shows the background velocity measured with PIV two instants after the gate removal. Two clockwise 

coherent structures dominate the mixing of the fluids.  

Fig. 1 - 2D instantaneous velocity maps in a plane perpendicular to the gate at 3s (left) and 145s (right) after the gate removal. 

Fig. 2 presents PIV raw images where the seeded fluid is a proxy to the water with fish kairomones. It is 

observed that after 2.5 minutes the fish kairomones are expected to be felt in the entire channel although full 

mixing has not been attained.  

Fig. 2 - Raw images acquired with a PIV system at 3s (left) and 145s (right) after the gate removal. 

The horizontal movement of D. magna can be decomposed into an advective and a diffusive mode. Evidence 

of the influence of fish kairomones is under scrutiny. Preliminary tests (Fig. 3) without and with kairomones 

showed that the D. magna individuals significantly reduce their velocity towards the light source in the 

presence of fish kairomones, a previously unreported trait of D. magna phototaxis. 

Fig. 3 – Location of D. magna individuals at 66s after the gate removal in the tests without (left) and with (right) kairomones. The yellow 

ellipses highlight the daphnids’ location.  

4. Conclusion

Light perception promotes the vertical migration of D. magna, providing them with the ability to escape visual 

predators in a circadian cycle. We show that phototaxis also induces horizontal migration. The perception of 

predatory cues produce a change in the pattern of movement towards the light source, a reduction of the mean 

velocity D. magna. This is a previously unreported finding with major implication in D. Magna ethology.   
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ABSTRACT 

Ecohydraulic models have long been used to determine environmental flows downstream of dams, but the 

often lack of local habitat suitability curves (HSCs) prevents their wider implementation. To overcome this, 

ecohydraulic experts often use HSCs developed in ‘foreign’ river reaches. However, this approach may result 

in unrealistic ecohydraulic outputs. We developed and compared HSCs for freshwater macroinvertebrates from 

Greek (Mediterranean climate) and Moroccan (semi-arid climate) river reaches, to (i) either support or 

discourage the use of ‘foreign’ HSCs in ecohydraulic models, and (ii) provide locally developed HSCs for 

robust ecohydraulic simulations in Greek and Moroccan river reaches. Macroinvertebrates were influenced by 

water depth and substrate type in the Moroccan river reaches, and by flow velocity and water depth in the 

Greek river reaches. Moreover, they had different optimal habitat preferences. Our results discourage the use 

of ‘foreign’ HSCs in ecohydraulic models, especially in areas of different hydro-climatic properties.    

1. Introduction

Ecohydraulic models (e.g., those applied to assess environmental flows downstream of dams) require (i) a 

hydraulic input: flow velocities, water depths and substrate types across the river reach that will be simulated, 

and (ii) a biological input: habitat suitability curves (HSCs) for aquatic biota, usually fish or benthic 

macroinvertebrates. If one of these inputs is missing, ecohydraulic simulations cannot be applied. The missing 

input is usually the biological one, as the development of HSCs in rivers is a costly and time-consuming task 

(Theodoropoulos et al., 2018). To overcome this frequent lack of HSC data, ecohydraulic experts have often 

been tempted to use HSCs from other river reaches, potentially with different hydro-climatic properties, and 

thus different aquatic community structure, often producing unrealistic ecohydraulic outputs (Hudson et al., 

2003). Consequently, the development of HSCs for aquatic biota from various river reaches is a crucial step 

towards applying accurate and ecologically credible ecohydraulic models. 

We developed and compared HSCs for freshwater macroinvertebrates from Mediterranean (Greek) and semi-

arid (Moroccan) river reaches, to (i) examine potential differences in the habitat preferences of benthic macro-

invertebrates from different climatic zones, and (ii) provide a robust biological input for relevant ecohydraulic 

simulations in Greek and Moroccan river basins, thus overcoming the need to extrapolate HSCs between 

reaches, which has often led to inaccurate or unrealistic ecohydraulic results.     

2. Materials and methods

We measured flow velocity (V; m/s), water depth (D; m) and the type of substrate (S; see Theodoropoulos et 

al., 2018), and collected macroinvertebrates using a rectangular hand-net from (i) 59 unpolluted microhabitats 

across the upper Oum Er-Rbia River, Morocco (semi-arid climate) and (ii) 380 unpolluted microhabitats from 

various streams and rivers of similar hydro-climatic properties in Greece (Mediterranean climate). Each 

microhabitat was 0.25 x 0.25 m2 wide. The resulting datasets included observations of V, D, S and 

macroinvertebrate taxa, which were converted to a community-based habitat suitability index (K) as follows: 

𝐊𝐢 = 𝟎. 𝟒 𝐧𝐢 + 𝟎. 𝟑 𝐇𝐢  + 𝟎. 𝟐 𝐄𝐏𝐓𝐢 + 𝟎. 𝟏 𝐚𝐢 

where Ki is the habitat suitability of the ith microhabitat, ni, Hi, EPTi and ai are the macroinvertebrate taxonomic 

richness (family level), the Shannon’s diversity index, the richness of Ephemeroptera, Plecoptera and 

Trichoptera and the abundance of the ith microhabitat, respectively. All Ki values were normalized to the 0-1 
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scale by dividing by the maximum K at each river reach to account for potential spatial and/or temporal 

autocorrelation. Statistical relationships (p and R2 values) between hydraulic variables (V, D, S) and K were 

produced, via generalized linear mixed-effects models using the GAMLSS package (Rigby and Stasinopoulos, 

2005) in R version 4.0.1. HSCs were similarly developed using generalized additive models.    

3. Results and discussion

In the Moroccan river reaches (semi-arid climate), water depth and substrate type were the major drivers of 

macroinvertebrate habitat suitability, being statistically significant and strongly correlated with K (R2 > 0.5). 

In the Greek river reaches (Mediterranean climate), macroinvertebrate K was significantly influenced by water 

depth and flow velocity (Table 1), however, correlations were weak to moderate (0.32 ≥ R2 ≥ 0.14). 

Table 1. Statistical significance (p) and strength of correlation (pseudo-R2) between hydraulic variables and macroinvertebrate habitat 

suitability using generalized linear mixed-effects models (**<0.01; *<0.05). 

Hydraulic variables 
Habitat suitability | Greece Habitat suitability | Morocco 

p R2 p R2 

Flow velocity (m/s) 0.046* 0.14 0.248 0.64 

Water depth (m) 3.41e-16** 0.32 0.01** 0.51 

Substrate type 0.15 0.13 0.001** 0.81 

Macroinvertebrates mostly preferred shallow, rocky habitats (large gravel, small, large stones and boulders; 

optimal D values between 0.1 m and 0.2 m). In the Greek river reaches, macroinvertebrates preferred slow to 

moderately flowing waters (with wider optimal V range, from 0.4 m/s to 0.9 m/s), in contrast to the Moroccan 

reaches, where they mostly preferred moderately flowing waters (with narrower optimal V range, from 0.65 

m/s to 0.85 m/s). In the Greek river reaches, they had increased tolerance for suboptimal flow velocities: they 

could largely tolerate V > 0.7 m/s up to 1 m/s and V < 0.4 m/s (K remained > 0.5). In contrast, in the Moroccan 

reaches, K became unsuitable (< 0.5) in V < 0.6 and V > 0.8 m/s, as well as in D < 0.05 and D > 0.15 m.     

Figure 1. Habitat suitability curves for frehswater macroinvertebrates from the Greek (green; n=380) and Moroccan (red, n=59) river 

reaches. SA: Sand; SG, MG, LG: Small, medium, large gravel; SS, LS: Small, large stones; BO: Boulders 

4. Conclusion

Macroinvertebrates in Mediterranean and semi-arid river reaches were influenced by different hydraulic 

drivers (D and S in the Moroccan river reaches; D and V in the Greek river reaches). Moreover, their optimal 

habitat preferences between the two areas were different. We conclude that the use of macroinvertebrate HSCs 

in river reaches of different hydro-climatic properties will likely produce unrealistic ecohydraulic outputs, 

which may further lead to inadequate environmental flow recommendations and thus, inadequate freshwater 

management strategies. 
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ABSTRACT 

Since future climatic scenarios predict an increase in the number and intensity of extreme events, such as 

droughts and floods, understanding how low and high flow conditions affect aquatic organisms is crucial 

for the conservation of freshwater biodiversity and ecosystem services. On the other hand, the response of 

riverine animals to flow intensity and flow conditions can be rapid and unambiguous, i.e., well correlated. 

In this work, we present an experimental study on the relation between hydrodynamics and biotic 

communities in fluvial ecosystems and assess the behavior of the animal as a biological early warning 

system (BEWS) for hydro-morphological change, including sediment transportation. 

Freshwater mussels (FM) have been identified as suitable biological indicators to assess environmental 

stressors to detect disturbances on ecosystems since 1950 (Hiscock, 1950). Kramer et al. (2001) started to 

use the monitoring of the mussels as a BEWS since 2001, but the suitability of FM for monitoring the 

impact of hydraulic stressors is still lacking. During the last two decades, these methodologies have been 

used to measure the presence of pollutants in water bodies. To reach this aim, the Valvometric method has 

been used, based on the use of Hall sensors (real-time remote monitoring tool) to get the data. The 

behavioral responses of mussels are characterized by valve opening amplitudes and opening-closure 

frequencies. We relate these behaviors to hydrological conditions and sediment transport mimicking the 

onset of floods. The experiments conducted in a laboratory flume (Fig. 1) were carried out by starting with 

a stage of constant discharge (without sediment transport) followed by an abruptly increased value of 

discharge, which in most cases is accompanied by sediment transport. Hall sensors and magnets were fixed 

on the shells of mussels (Fig. 2) and connected to an Arduino system.  The opening and closing of the 

valve were continuously monitored, along with the hydro-morphological conditions. FMs maintained a 

constant valve gaping frequency that characterizes their normal behavior (feeding and movement). FMs 

promptly reacted to extreme discharge conditions with sediment transport by increasing valve gaping 

frequencies, shifting from normal to transition behavior. We checked that a minimum number of animals 

is necessary to reach some degree of accuracy in the statistical treatment of the data. Most mussels (87 to 

97%) reacted promptly to increased discharge with sediment transport, showing a transition from their 

normal behavior to a significantly higher valve gaping frequency, and the intensity of their reaction 

significantly increased from the lowest to the highest stress levels. Fig. 3 shows the frequency of mussel 

gapping during the experiments. We can observe that there is a threshold between the experiments without 

and with sediment transport on the bed (bedload) which is 0.025 Hz. Therefore, if the responses of mussels 
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are higher than 0.025 Hz, the condition is with high variation which meant sediment transport has started. 

In the end, FMs response to hydro-morphological was fast and accurate, showing that they can be used as 

a reliable BEWS, under general flow conditions.  

Fig. 1.  Plan of experimental flum 

Fig. 2.  Freshwater Mussels with Hall Sensors 

Fig. 3.  Response of FMs (Frequency) versus different flow conditions: Q1 to Q4 are Constant discharge without sediment transport, Q5 is 

discharge with low sediment transport, Q6 is discharge with high sediment transport 
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ABSTRACT 

Restoration measures are implemented in many rivers, lakes, and reservoirs worldwide to achieve a good 

ecological status of these water bodies. As the options for restoration measures are manifold and very site-

dependent, associated monitoring is inevitable to conclude on the success of restoration measures. With the 

here proposed MultiParameter Approach to assess Colmation (MultiPAC), it is possible to obtain in-depth 

knowledge on the composition and quality of the riverbed. MultiPAC provides information in the form of 

several measurable physical parameters, which result in a holistic picture of in-situ conditions. The approach 

is applied in this study in a residual river stretch to quantify the short- as well as the long-term impact of 

different restoration measures. The results show that MultiPAC can quantify changes in substrate conditions, 

which enables an evaluation of the success of the implemented measures.  

1. Introduction

Many water bodies are heavily modified and are consequently not in a good ecological state anymore. With 

the aim to achieve a good ecological status for surface waters, according to the EU Water Framework Directive 

(2000/60/EC), restoration measures are implemented in many rivers worldwide. The possibilities for 

restoration measures are manifold, but their success is site-dependent. To validate the success of measures, 

often only changes in water quality or alterations of habitat conditions are used as a proxy. However, to attain 

a holistic overview of the habitat conditions of a river stretch, the quality of the substrate is necessary 

information and of high importance to reveal the ecological evolution of a river stretch. Such quantification is 

typically based on either expert assessment only or on single parameters. In this study, the novel 

MultiParameter Approach to assess Colmation (MultiPAC) is presented, which enables the quantification of 

conditions within the interstitial of a river’s hyporheic zone. MultiPAC uses multiple physical parameters, 

which are obtained in-situ before and after the implementation of restoration measures (Haun et al., 2022).   

2. Quantification of morphological conditions and the success of restoration measures

For the quantification of the current morphological conditions of a riverbed and the suitability of different 

restoration strategies, detailed knowledge of riverbed sediments, their composition, and their properties is 

indispensable. In this study, a residual river stretch is investigated with MultiPAC (Aybar Galdos et al., 2021). 

The measurements are conducted before and after the implementation of restoration features.  

2.1. Study site and implemented measures 

The here considered river stretch of the Inn River is located in Bavaria, Germany. The river is historically 

characterized by a high summer discharge and low water temperatures in combination with high sediment 

transport. However, as a direct result of the construction of a diversion weir at Jettenbach, bedload transport is 

completely interrupted and the discharges have been limited to residual flows. Hence, a supply-limited system 

is currently in state, resulting in riverbed incision and ecological deficits. To prevent further incision, sills were 

placed in the river stretch, retaining the bed level, but also initiating the development of an armor layer, and 

clogging of the hyporheic zone. To promote sediment dynamics, several restoration actions were implemented, 

such as gravel augmentation and the removal of river bank fixations, which should yield in increased natural 

or artificial sediment supply. In addition, measures were implemented in March 2020 and in March 2021 to 

improve habitat conditions in the short-term. The measures involve instream channel reconfiguration of 

multiple gravel bars (Fig. 1a) and the implementation of a half-moon shaped structure at one of the gravel bars 

in the channel center (Fig. 1b). The combination of restoration actions intends to stimulate sustainable recovery 

of dynamic equilibrium conditions in the residual river stretch.  
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Fig. 1. (a) Instream channel reconfiguration and (b) the half-moon shaped structure at the channel centre, to improve habitat 

conditions as a result of heterogeneous flow and sediment conditions in close vicinity.  

2.2. MultiParameter Approach to assess Colmation (MultiPAC) 

MultiPAC is used to measure several physical parameters along with expert assessment (mapping of the degree 

of outer and inner riverbed clogging). The approach consists of measurements of dissolved oxygen content 

(saturation and concentration) and hydraulic conductivity at several measurement locations and with a high 

vertical resolution by using a double-packer system called VertiCo (Vertical profiles of hydraulic 

Conductivity and dissolved Oxygen). The double-packer itself measures depth-dependent slurping rates, 

which can afterwards be transformed to values of hydraulic conductivity (Seitz, 2020). In addition, the 

sediment composition and the fine sediment fraction of the interstitial are obtained by freeze-core and shovel 

sampling. Structure-from-Motion is used to attain the porosity of the freeze-core samples. All these 

measurement parameters are finally compared with literature values, which serve as a reference to evaluate the 

condition of the riverbed substrate and to quantify a possible impairment of salmonid reproduction.  

3. Results and Conclusions

For assessing the changes in riverbed conditions in the residual river stretch, three field measurement 

campaigns were performed. In a first step, the current status (status quo) was examined, in a second step, the 

short-term effect of different methods for restructuring gravel bars was investigated, and in a third step, long-

term (after one year) changes were monitored. The first investigation (status-quo measurements) shows a high 

amount of fine sediments in the subsurface and the occurrence of inner- and outer colmation in large parts of 

the river stretch. In addition, the development of an armor layer is observed in many gravel bars. This also 

results in low measured dissolved oxygen concentrations and hydraulic conductivity. Hence, the measurements 

indicate the potential impairment of salmonid spawning grounds for the current state of the river stretch.  

The hydraulic conductivity and dissolved oxygen measurements (recorded after the measures were 

implemented) suggest that restructuring of gravel bars, by breaking up the armor layer and by implementing 

an island-pool pattern, have a positive effect on the habitat conditions in a short-term. However, the artificial 

island-pool structures were flattened by only one small summer flood and repetitive measurements showed 

that the positive effect decreases over time (long-term). Also, the positive effect of the half-moon structure on 

habitat conditions, given by a loose texture of the substrate and apparent heterogeneous flow pattern right after 

the measure implementation (short-term), decreases over time (long-term). As a result of high fine sediment 

transport, small sediment fractions were deposited inside the half-moon structure after the summer flood, and 

measured oxygen concentration and hydraulic conductivity decreased.  

This study proves that MultiPAC enables to quantify the status of the substrate of a riverbed, and can be used 

to validate the success of restoration measures. By the high vertical resolution of the measurements, even the 

detection of changes within the hyporheic zone are possible, as well as the quantification of the degree of 

clogging in different layers of the riverbed. 
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ABSTRACT 

Reservoir sedimentation affects the sustainable operation of dam-reservoir systems as it progressively reduces 

the storage volume and may also impair functionality of dam safety structures such as bottom outlets. The 

situation is severe because the global annual loss of reservoir volume due to sedimentation is higher than the 

increase in storage capacity by the construction of new dams. This implies that our reservoirs are not 

sustainable and further action needs to be taken to ensure sustainable storage to fulfil the demands of a growing 

population. It requires in-depth investigation of underlying processes involving complex interactions of 

hydrodynamic and sediment transport phenomena which are not easy to study analytically. In this study, a 1D 

numerical model is prepared for the case of sedimentation in Solis Reservoir, Switzerland. A set of modelling 

parameters is obtained that allows to have a fair agreement between model results and the actual sedimentation 

processes observed in monitoring campaigns. The model can be further used to investigate the effectiveness 

of different sediment management strategies. 

1. Introduction

Reservoirs are vital infrastructure worldwide for energy generation and water storage, and the significance 

increases more as water demand and climate-related stresses increase while the limited feasible storage sites 

are already exploited to a large extent (Annandale et al., 2016). However, the sustainable operation of 

reservoirs is threatened by sedimentation which causes a global average storage loss of around 0.5-1% per year 

while the rate of capacity expansion is much lower (Basson, 2009). Proper understanding of the underlying 

processes of reservoir sedimentation is thus essential to predict long-term storage availability and to investigate 

sustainable sediment management measures. 

Solis Reservoir in Switzerland (Fig. 1) is selected as a case study site for setting up a 1D numerical model that 

can be used to analyze different driving processes for reservoir sedimentation. The 61 m high Solis dam was 

constructed in 1986 which created about 3 km long narrow reservoir of 4.07 Mm3 initial volume. It is fed by 

the Albula River that drains a watershed of about 900 km2 which includes two more reservoirs in the Julia 

River tributary. Sediment supply mainly comes from the Albula River, while the sediment from the Julia River 

is mostly trapped in the upper reservoirs. Due to high rate of sedimentation, the Solis Reservoir lost about 50% 

of its initial storage volume until 2009 (Auel & Boes, 2011). A Sediment Bypass Tunnel (SBT) was constructed 

in 2012 that allows for managing sedimentation by diverting high sediment load during flood events (Oertli & 

Auel, 2015). 

2. Numerical Modelling

The objective of this study is to develop a 1D numerical model that can simulate the propagation of 

sedimentation in the Solis Reservoir. BASEMENT is used for the modelling purpose which allows numerical 

simulation of unsteady flow with multiple-grain sediment transport as bedload and suspended load (Vetsch et 

al., 2022). The aim is to start the model with the reservoir bathymetry of November 1998 and to simulate the 

model until November 2001 to compare the simulated bed profile with the measured bed profile (Fig. 1).  

The bathymetry data, inflow discharge, and reservoir operating level are obtained from the previous records 

of the dam operator (ewz). The inflow discharge boundary condition is derived from the data of gauging 

stations on the Albula and Julia Rivers, and outflows released by the Tiefencastel powerplants located just 

upstream of the reservoir. The sediment composition is derived from the particle size distribution of bed 

material samples of Albula River and the reservoir. The suspended sediment inflow is defined in terms of 

suspended load rating curve of Albula River, which was derived in a previous study (Müller-Hagmann, 2018). 
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The bedload inflow is computed as transport capacity by using empirical relations. These data are then 

analyzed to prepare inputs for developing a 1D numerical model using the BASEMENT software. 

Fig. 1. Left: Map of Solis Reservoir (Source: Federal Office of Topography). Right: Longitudinal bed profile of Solis Reservoir showing the 

sedimentation propagation from November 1998 to November 2001 (Data Source: ewz). 

A period of three years from 15th November 1998 to 15th November 2001 is simulated with the model and the 

resulting reservoir bed profile is compared with the measured bed profile. Different model parameters (Table 

1) are calibrated to achieve a simulated bed profile that is similar to the measured bed profile. Furthermore,

the effect of varying reservoir level due to hydropower generation on the bed profile is studied.
Table 1. Model parameters considered for optimization 

Category Parameters 

Roughness Strickler Coefficient 

Bed material No. of sediment fractions 

Bedload 

Transport Capacity formula 

Bedload factor 

Approach for critical Shields parameter 

Suspended load 
Near bed concentration factor 

Approach for sediment exchange with bed 

3. Conclusions and outlook

A 1D numerical model is applied for simulating the propagation of sedimentation in a narrow reservoir. The 

model is calibrated for various hydraulic and sediment transport related parameters such that it allows to have 

a fair agreement with the actual process of sedimentation. It can be further used to predict the sedimentation 

for various future scenarios related to flow and sediment variability. This model can also be used to investigate 

the performance of the SBT in the Solis Reservoir by using the field monitoring data of SBT operations. 
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ABSTRACT 

Shallow reservoirs are hydraulic engineering structures widely used for trapping sediments or storing water. 

Several research works focused on the links between reservoir geometry, boundary conditions and flow 

patterns but considered simplified configurations. The objective of this study is to complete the existing data 

by designing a set of new laboratory configurations representative of a range of real cases to get new data for 

the validation of numerical models and to allow a better understanding of the physics. Two inlet flow 

configurations are considered with rectangular reservoirs: an open channel (reference case), and a pressurized 

flow jet; the outlet is a free surface channel for both configurations. A wide range of parameters extracted from 

real reservoirs are investigated. Parameters with significant impact on the flow pattern are analyzed and 

retained for the design of laboratory experiences (Reynolds number, Froude number, Friction number…). A 

numerical pre-simulation is performed with the TELEMAC-3D code to test the hydraulic parameters and 

establish a preliminary numerical comparison between the reference and jet cases. The 3D results and 2D 

average results of velocity magnitude extracted from TELAMAC-3D simulations are presented and compared. 

For the same hydraulic conditions, comparisons between the reference and jet cases show a different flow 

pattern and distribution. 

1. Introduction

Shallow reservoirs are hydraulic structures widely used for trapping sediments or storing water. The loss of 

the effective storage volume due to sedimentation decreases the reservoir functionality for flood control, 

hydropower generation, irrigation, water supply and reactional activities (Schleiss et al., 2016). The flow 

pattern and trap efficiency of a shallow reservoir depend on its geometrical shape, hydraulic conditions, 

boundary conditions (i.e. inlet and outlet), and sediment characteristics (Kantoush, 2008; Camnasio et al., 

2013). hydro-morphodynamic numerical models are useful tools for optimizing the design of shallow 

reservoirs and predicting their performance.  

The first experimental studies on shallow reservoirs concerned the effect of a sudden expansion through an 

inlet free surface channel for a rectangular reservoir. Abbott and Kline (1962) were amongst the firsts to study 

this subject. The rectangular reservoir was considered with infinite length and results showed the presence of 

three regions: a first region at the immediate inlet of the reservoir with a three-dimensional stationary 

recirculation, a two-dimensional stationary region with a point of attachment downstream from the first region, 

and an unsteady tail region downstream from the second region. For turbulent flow, there was no effect of 

tested Reynolds number on the length of the three zones. Durst et al. (1974) showed that the flow after a sudden 

expansion was three-dimensional, while Cherdron et al. (1978) showed that the flow at low Reynolds number 

was nominally two-dimensional. Durst et al. (1974) and Cherdron et al. (1978) also explained the effect of the 

Reynolds number on the flow typology. For low Reynolds number, a symmetrical flow was found. For higher 

Reynolds number, an asymmetry was found that was explained by the small perturbations created at the 

expansion level. These perturbations are involved in the shear layer created between the main flow and the 

40



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

recirculation in the reservoir corner. As a continuation on the work on sudden expansion through an inlet free 

surface channel, Mizushima and Shiotani (2001) evaluated the effect of a downstream contraction combined 

with an upstream expansion at the basin entrance. The inlet and outlet channels were of the same width. 

Authors found that the addition of the downstream contraction restabilized the symmetric state of the flow. 

Kantoush (2008) studied the flow pattern in different shallow rectangular reservoirs with free surface channels 

at the inlet and outlet. Starting with a reference reservoir, the length was gradually reduced while keeping a 

fixed width. Conversely, while keeping a fixed length, the width was modified. Different ranges of Reynolds 

number and Froude number were studied. Dissymmetric flows were observed for some configurations despite 

of the symmetry of the reservoir. Kantoush (2008) identified four types of flows: symmetrical with two 

attachment points, asymmetrical with two attachment points, symmetrical with one attachment point, and 

symmetrical with no reattachment point. Kantoush (2008) also studied gradually expanding reservoirs with 

one lozenge, one hexagon and one rectangular shape with reduced inlet angles. Dufresne et al. (2010) clarified 

the transition between symmetric and asymmetric flows in rectangular reservoirs using the shape factor defined 

as SF = L1/(∆B0.6b0.4), with L1 the reservoir length, b the inlet channel width, and ∆B = (B – b)/2 the width of 

the sudden expansion with B as the reservoir width. It appears that symmetric flows occur for SF < 6.2 and 

asymmetric flows take place for SF > 6.8. Camnasio et al. (2013) confirmed experimentally the impact of 

varying the position of the channel inlet and outlet on the velocity field and sedimentation. Choufi et al. (2014) 

examined the effect of bottom roughness of a shallow rectangular reservoir with variable geometry and 

symmetrical inlet and outlet on the flow field. Asymmetric flows could be developed depending on certain 

edge conditions, resulting from the growth of small perturbations in initial and boundary conditions. Peltier et 

al. (2014) investigated oscillatory flows of "meandering jet" type in about 50 experiments performed in 

rectangular reservoirs. The frequency, wavelength and lateral extension of the flow were extracted from Large 

Scale Particle Image Velocimetry (LSPIV) measurements using a Proper Orthogonal Decomposition (POD). 

Threshold values on the shape factor and on the Froude number were identified to predict the occurrence of a 

meandering jet type flow. Relationships were obtained between the characteristics of the meandering jet and 

friction number S, which was defined by Peltier et al. (2014) as S = λ∆B/(8H) with H the water depth and λ 

the friction coefficient. 

Some authors were interested on inlet boundary conditions with turbulent circular jet. Stovin and Saul (1994) 

performed a series of experiments on a rectangular reservoir whose inlet and outlet were circular pipes. 

Adamsson et al. (2005) performed an experimental study on a large basin (i.e. 13 m long and 9 m wide and 

0.8 m high); the inlet was a circular jet with a diameter of 0.23 m and the outlet was a weir. Two large 

symmetrical recirculations were observed. Dufresne (2008) conducted 55 experiments in a rectangular 

reservoir with a circular pipe at the inlet and a frontal weir at the outlet. He observed an asymmetrical and 

stationary flow for low water heights and a symmetrical and stationary flow for higher water heights. A pseudo 

periodic regime appeared between these two cases. In a broader context than shallow reservoirs, Jirka (2004) 

showed that jet behavior in ambient water bodies is highly dependent on the initial flow conditions, such as 

initial volume, momentum and buoyancy fluxes, and discharge angle. Concerning real cases, the analysis of 

shallow reservoirs managed by EDF Hydro-CIH showed an important difference within their geometries, 

boundary conditions (e.g. free surface channel, jet, gate, weir) and hydro-morphodynamic conditions (Claude 

et al., 2019). Table 1 summarizes the characteristics of boundary conditions in reservoirs of interest. 
Table 1. Boundary conditions characteristics of real cases 

Reservoirs 
Inlet boundary Outlet boundary 

Type Number Position Type Number Position 

Cheylas 
Pressurized jet 

(plant outtake gallery) 
1 Inside 

Flap gate 3 Lateral wall 

Pressurized water 

intake (plant intake 

gallery) 

1 Inside 

Longefan Free surface channel 1 Corner Weir 1 Corner 

Cadarache Radial gates 2 Lateral wall Weir 1 Lateral wall 

La Coche 

Pressurized jet 

(plant outtake gallery + 

water supply gallery) 

2 Lateral wall 

Pressurized water 

intake (plant intake 

gallery) 

1 Inside 
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Existing experimental works depicted above show certain limitations in terms of engineering needs, as they 

mainly focused on simple rectangular reservoirs with inlet and outlet rectangular free surface boundary 

channels, generally situated on opposite sides, and in a lesser degree, some experiences with inlet turbulent jet. 

On the other hand, real reservoirs feature different characteristics of boundary conditions (Table 1). The 

objective of this study is to design a set of new laboratory configurations representative of a wide range of real 

cases, complementary to existing studies, which will allow the validation of numerical models, such as the 

widely used suite of TELEMAC-MASCARET codes (www.opentelemac.org). We are firstly interested in a 

comparison between two configurations: a “Reference case” with rectangular free surface channels at the inlet 

and outlet, and a “Jet case” with a free turbulent circular jet at the inlet boundary and free surface rectangular 

channel at the outlet. Then, an experimental design is set to study, from different geometrical perspectives, the 

turbulent jet as inlet boundary condition. A wide range of parameters extracted from real reservoirs are 

investigated (Reynolds number, Froude number, Friction number.). A numerical pre-simulation is performed 

using the TELEMAC-3D code for the reference and jet cases. 

2. Choice of parameters and experimental design

The physical model was constructed in the laboratory of Hydraulics in Environmental and Civil Engineering 

(HECE) group at Liege University (Belgium), based on the facility widely used by Dufresne et al. (2010) and 

Peltier et al. (2014). The reservoir geometries that will be investigated have to fit in an existing horizontal 

flume (Fig. 1), L = 10.4 m long, B = 0.985 m wide and h = 0.5 m deep. Considering a safety margin of 5 cm, 

the maximum water depth is about 0.45 m. The flume bottom and walls are fixed and made of glass. The 

reservoir width is equal to the flume width and the downstream and upstream extremities are created by solid 

blocks placed in the flume. The position of these blocks can be modified to change the reservoir length L1. The 

inlet and outlet are located on opposite sides of the reservoir. The width of outlet boundary is fixed at bo = 0.08 

m for all configurations. Regarding the pump characteristics, the flow rate that can be used is in the range 

0.0002 to 0.006 m3/s. 

Fig. 1. Sketch illustrating the existing experimental flume at HECE laboratory, University of Liège (not to scale). 

Following Peltier et al. (2014) the flow is be governed by eight parameters, namely reservoir length L1, 

reservoir width B, inlet channel width or jet diameter b, flow depth H, mean depth-averaged velocity in the 

inlet channel U, roughness height ks, kinematic viscosity , and gravitational acceleration g. The velocity is 

calculated as U = Q/(bH), with Q the inlet flow rate. According to Vaschy Buckingham theorem, six 

dimensionless parameters can be defined: lateral expansion ratio B/b, length-to-width ratio L/B, flow depth-

to-width ratio (i.e. shallowness parameter) H/B, Froude number F = U/(gH)1/2, Reynolds number R = 4UH/, 

and Friction number S = λB/H. In this later number, the friction coefficient λ is a function of the relative 

roughness ks/H and Reynolds number R. The friction number is defined differently from Peltier et al. (2014). 

The width of the sudden expansion ∆B would not be available for real cases due to asymmetry of their boundary 

condition positions, the friction number S is therefore defined in terms of the reservoir width B.  

Couples of points (S, F) are presented in Fig. 2 for real reservoirs with free surface inlet (Longefan and 

Cadarache), real reservoirs with inlet pressurized jet (Cheylas and La Coche), laboratory experiments with free 

surface inlet channel, and laboratory experiments with inlet jet. The Min and Max values correspond to 

minimum and maximum hydraulic operating values, respectively. For each reservoir S and F are calculated 

using the formulas detailed upper. For real reservoirs, the roughness height ks is calculated from the median 

sediment grain size D50 and sensitivity analysis is done while taking a minimum value of ks = D50 and maximum 

value of ks = 100D50; the error bar in the scatter plot displays the confidence interval for the Friction number. 

The objective is to determine experimental values of Q, b and H that will allow reaching minimal and maximal 

values of Friction and Froude numbers to encompass the couple of points (S, F) in the scatter plot while 

considering experimental constraints.  
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Fig. 2. Friction factor S in terms of Froude number F for real reservoirs, laboratory experiments, limits for reference and jet cases. 

To allow future comparisons, the same values of H and Q are set for both reference and jet cases, recalling that 

the flow rate Q is between 0.0002 and 0.006 m3/s and the Froude number F should be set lower than 1 to 

remain in subcritical flow regime. The tested values for Q, b and H for the jet case showed that the constraining 

limits to encompass a higher number of points is the upper limit of S; the lower limit of S can be obtained for 

H = 0.30 m. Highest values of S could be reached for lowest values of H, because of the increase in shallowness 

parameter and friction coefficient. The lowest value of H is in turn limited by the jet diameter, in order to 

ensure a desired condition of H = 2.5b. Considering the experimental constraints, b = 0.04 m is set for jet case, 

which implies the following lowest flow depth H = 0.1 m. Concerning the reference case, the blocks used in 

Peltier et al.’s (2014) experiments will be reused for operational convenience, which yields inlet channel width 

of b = 0.08 m. Table 2 summarizes the selected parameters retained for the reference and jet cases. Figure 2 

shows that experimental jet limits encompass the existing experiences in the literature using jet as inlet 

boundary condition and La Coche real reservoir. Table 3 summarizes the geometrical parameters retained for 

this study. For each case, a short reservoir and long reservoir will be studied. 

Table 2. Selected parameters for reference and jet cases 

Configuration 

Number 
b (m) bo (m) H (m) Q (m3/s) U (m/s) R F 

Reference case 

1 0.08 0.08 0.10 0.0002 0.025 1.00 x 104 0.025 

2 0.08 0.08 0.10 0.0030 0.375 1.50 x 105 0.378 

3 0.08 0.08 0.30 0.0060 0.250 3.00 x 105 0.146 

4 0.08 0.08 0.30 0.0002 0.008 1.00 x 104 0.005 

Jet case 

5 0.04 0.08 0.10 0.0002 0.050 2.00 x 104 0.050 

6 0.04 0.08 0.10 0.0030 0.750 3.00 x 105 0.757 

7 0.04 0.08 0.30 0.0060 0.500 6.00 x 105 0.300 

8 0.04 0.08 0.30 0.0002 0.017 2.00 x 104 0.010 

Table 3. Geometrical parameters for reference and jet cases 

Case L1 (m) ∆B (m) b (m) Shape factor (SF) 

Reference case 
2.00 0.45 0.08 8.87 (Long reservoir) 

1.05 0.45 0.08 4.65 (Short reservoir) 

Jet case 
2.00 0.47 0.04 11.4 (Long reservoir) 

1.05 0.47 0.04 5.98 (Short reservoir) 

The purpose of this experimental design is firstly to compare the jet and rectangular cases and then to have a 

clear description on different configurations of jet behavior that will allow a proper validation of numerical 

model. The geometrical configurations are detailed in Table 4. For each configuration, four hydraulic 

conditions will be studied (Table 2). For each case, a short and a long reservoir will be designed (Table 3). The 

effect of the inlet jet will be compared to the reference case for the four hydraulic conditions set previously. 

Thereafter, and because of asymmetry of boundary conditions in real cases, different positions of the jet will 

be tested. For the case of jet at the center position, different exit angles will be studied.  
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Table 4. Geometrical parameters for experimental set-up

L1 (m) ∆b (m) b (m) 
Inlet boundary 

conditions 
Reservoir type Jet position 

Jet angle (°) with respect to X 

axis at horizontal plan 

2.00 0.45 0.08 Rectangular channel Long reservoir - - 

1.05 0.45 0.08 Rectangular channel Short reservoir - - 

2.00 0.47 0.04 Jet Long reservoir Center 0 

1.05 0.47 0.04 Jet Short reservoir Center 0 

2.00 - 0.04 Jet Long reservoir Right side 0 

1.05 - 0.04 Jet Short reservoir Right side 0 

2.00 - 0.04 Jet Long reservoir Left side 0 

1.05 - 0.04 Jet Short reservoir Left side 0 

2.00 - 0.04 Jet Long reservoir 
Downstream 

from center 
0 

1.05 - 0.04 Jet Short reservoir 
Downstream 

from center 
0 

2.00 - 0.04 Jet Long reservoir 
Upstream from 

center 
0 

1.05 - 0.04 Jet Short reservoir 
Upstream from 

center 
0 

2.00 0.47 0.04 Jet Long reservoir Center 30 

1.05 0.47 0.04 Jet Short reservoir Center 30 

2.00 0.47 0.04 Jet Long reservoir Center 45 

1.05 0.47 0.04 Jet Short reservoir Center 45 

2.00 0.47 0.04 Jet Long reservoir Center 60 

1.05 0.47 0.04 Jet Short reservoir Center 60 

3. Numerical pre-simulations

The turbulent jet could be divided into three regions: near field, intermediate field, and far field (Fischer et al., 

1979). A model with small spatial and short time scales is necessary to accurately describe near-field mixing 

in the vicinity of the release point (Jirka, 2004). However, in the far field the behavior is dominated by ambient 

flow conditions that operate on much larger time and space scales. Numerical pre-simulations are performed 

with TELEMAC-3D numerical code to test hydraulic parameters chosen previously, and to establish a 

preliminary numerical comparison between reference and jet cases. TELEMAC-3D uses a sigma 

transformation on the vertical (non-conforming transformation) which facilitates the construction of a 3D 

mesh. This transformation allows having a structured mesh on the vertical, built as an extrusion of a 2D mesh 

along the vertical, then divided into layers. Unliked some CFD codes where it is possible to define CAD objects 

that allow representing the boundary conditions in a faithful way, it is not possible in TELEMAC-3D to 

represent these boundary conditions accurately. The method used here is the prescription of these conditions 

on several defined planes. Thus the prescribed flow is transformed into velocity condition on liquid boundary 

only on the specified planes, while velocities are set to zero otherwise. TELEMAC-3D is applied with non-

hydrostatic pressure distribution, k–ε turbulence model in both horizontal and vertical directions, and LIPS 

(Locally semi-Implicit Predictor-corrector Scheme) for advection of velocity and turbulence. The Strickler 

formula is used for the friction term; a value of 80 m1/3 s-1 (corresponding to PVC) is retained for the bed and 

walls, which is equivalent to a roughness height ks = 10-3 mm. The 3D model is composed of seven layers 

uniformly distributed along the vertical, based on 2D unstructured mesh (0.004 m space step) with a total of 

930 000 nodes. Figure 3 shows the 2D unstructured mesh and boundary condition positions for reference and 

jet cases. For the jet case, the inlet pipe is located horizontally at x = 0 and - 0.02 m < y < 0.02 m and, and 

vertically between plan 3 located at z = 0.126 m and plan 4 located at z = 0.168 m (z = 0 is set at the reservoir 

bottom). Configurations 3 and 7 presented in Table 2 are simulated.  
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Fig. 3. Unstructured 2D mesh and boundary condition positions for (a) reference case, and (b) jet case (2D). 

Figure 4 describes the 2D average velocity magnitude and streamlines at different time steps. The 2D average 

velocity magnitude of TELEMAC-3D simulations is compared for reference and jet cases. A steady state is 

found for the reference case with symmetrical pattern. The jet case yields an oscillatory flow pattern.  

The 3D numerical results are analyzed while comparing velocity magnitude for reference and jet cases at y = 

0.0 m. The results show that velocity decreases along the reservoir for both cases (Fig. 5). The jet configuration 

does not spread along the water depth of the reservoir. The velocity magnitude is higher for jet case compared 

to reference case and is mainly localized in the jet direction.  

Fig. 4. Two-dimensional (2D) average velocity magnitude and streamlines for - (a) Steady state of reference case at t = 800 s, (b) Oscillatory 

state for jet case at t = 400 s, (c) Oscillatory state for jet case at t = 800 s. 

Fig. 5. Two-dimensional (2D) velocity magnitude withTELEMAC-3D numerical simulations for – (a) reference case and (b) jet case, at y = 

0.0 m. Note that the legend is not uniformized for reference and jet cases because of their different velocity magnitude values. 
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Figure 6 shows 2D velocity magnitude for reference and jet cases at x = 0.1 m (just upstream of the inlet), x = 

1.0 m (middle) and x = 2.0 m (reservoir outlet). The results confirm that the jet does not spread along the flow 

depth. For the same hydraulic conditions, a different flow pattern and distribution are found depending on the 

inlet flow configuration. 

Fig. 6. Two-dimensional (2D) velocity magnitude withTELEMAC-3D numerical simulations for reference case (left) and jet case* (right) at 

(a) and (a*) at x = 0.1 m, (b) and (b*) at x = 1.0 m, (c) and (c*) at x = 2.0 m. Note that legend is not uniformized for reference and jet cases

because of their different velocity magnitude values. 

4. Conclusion

Scaling reals shallow reservoirs according to the Froude number similarity calls for an important geometrical 

distortion for majority of reservoirs because of the relatively low water depth compared to the horizontal 

dimensions. Also, real reservoir shapes could not fit into existing laboratory flume because of technical 

constraints. However, using data from real reservoirs and existing laboratory experiments, the Froude number 

and the Friction number, which have a significant impact on the flow patterns, have been retained for the 

design of new laboratory experiences representative of real cases. Two different inlet boundary conditions 

have been selected for a rectangular reservoir: free surface rectangular inlet channel (reference case) and a 

turbulent circular inlet jet. The geometrical parameters have been set considering the laboratory experimental 

constraints, while the hydraulic parameters (flow discharge, water depth) have been set to enhance the 

maximum and minimum values of Friction number and Froude number considering the experimental limits. 

Three dimensional (3D) numerical pre-simulations using TELEMAC-3D have been performed, showing the 

difference of velocity pattern and magnitude between the two cases. A more detailed analysis of turbulent 

kinetic energy is necessary to understand well the turbulence developed in the jet case. 
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ABSTRACT 

Reservoir sedimentation is a major issue for dam managers and one of the most characteristic off-site effects 

of soil erosion combined with the stream sediment processes. In this study, we simulate and analyze the 

sedimentation rates, due to soil erosion and sediment transport, of the Rio di Pusteria hydropower dam in South 

Tyrol (Italian Alps). The study period is between two consecutive sediment flushing operations, in June 2014 

and May 2019. High-resolution bathymetric analyses before and after the sediment flushings enabled the 

determination of the aggregated sediment in the reservoir, during this period. The GIS version of the Soil and 

Water Assessment Tool (ArcSWAT) was used to simulate the hydromorphological processes and calculate the 

sedimentation rates of the Rio di Pusteria reservoir.  

1. Study area

The Rio di Pusteria basin is located in north-east South Tyrol (Italy), between 46° 45' 20'' N and 46° 57' 39'' N 

latitudes and 11° 36' 48'' E and 11° 54' 16'' E longitudes. It is a semi-natural basin delimited by two dams, Rio 

di Pusteria (downstream, outlet) and Kniepass (upstream, inlet), which disconnects the sediment transport 

upstream from it. Rienz River runs the basin over a course of 16.7 km. The geomorphological setup of the 

study area is typical Alpine with high altitudes (721-3,235 m), steep slopes (0-85°) and a rapidly changing 

topography. The land cover mainly comprises coniferous forests (44.4%), Alpine grasslands and pastures 

(34.4%) and bare rock (6.1%). A detailed description of the study area can be found in Kaffas et al. (2021). 

2. Data–Methods–Results

A large set of data was used for the purposes of our study, including precipitation and temperature data from 

three weather stations inside the basin, water discharge data from a hydrometric station slightly upstream of 

the Rio di Pusteria reservoir, land cover data, 2.5 m resolution DEM, 250 m resolution soil maps. The Kniepass 

dam discharges were provided by the Azienda Pubbliservizi Brunico (management authority of Kniepass dam), 

for the entire study period, at a daily time step, while the bathymetric data of the Rio di Pusteria reservoir was 

provided by Alperia SpA which operates the Rio di Pusteria dam. 

2.1. Simulation of hydrological and sediment processes with SWAT model 

SWAT is a continuous time, conceptual, deterministic, distributed model that operates on a daily or sub-hourly 

time step. It has been extensively applied worldwide for a variety of watershed-scale problems. Here, the 

simulation was conducted at a daily time step from 1 July, 2011 to 26 May, 2019 with a 3-year warm-up period. 

The SCS-CN method was used for the hydrologic losses, while for soil erosion and stream sediment transport, 

MUSLE (Williams, 1975) and Yang’s (1996) sand and gravel model were used, respectively. A detailed 

description of the models used can be found in the SWAT theoretical documentation (Neitsch et al., 2011). 

2.2. Model calibration based on sediment yield disaggregation 

The reservoir sedimentation rate was retrieved by high resolution (0.25 m, 0.5 m) bathymetric analysis. By 

comparing the two bathymetries, it was determined that a total of 452,683 t of sediment was trapped in the 

reservoir during a 5-year period between July 2014 and May 2019. To disaggregate the above value and enrich 

the calibration dataset, the results of the study of Kaffas et al. (2021) were used, according to which a combined 

USLE-SDR GIS model was developed to calculate the sediment yield contribution to the Rio di Pusteria 

reservoir, separately for each year of the aforementioned period. According to the results of the latter study, 

the measured sediment yield was split into annual values, which were further disaggregated into monthly 
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sediment yields based on the raw results of SWAT. The above enabled the disaggregation of a single 5-year 

measured sediment yield to monthly sediment yields that can be used for calibrating the model. 

The continuous measurement of sediment discharge at highly disaggregated time steps is expensive and labor 

intensive. Also, single sediment yield values for long time periods >1 year (via satellite imagery, bathymetric 

analysis, etc.) is very common in literature. This novel and simplified procedure is proposed to tackle this 

problem and calibrate sediment yields when single-value sediment loads for long periods of time are available. 

Stream and sediment discharge were calibrated through 29 hydrological, hydraulic, snow, and sediment 

parameters: plaps, tlaps, sftmp, smtmp, smfmx, smfmn, timp, CN2, esco, gwqmn, revapmn, gw_revap, ov_n, 

sol_K, sol_bd, sol_awc, rill_mult, ch_bed_bd, ch_bnk_kd, ch_bnk_d50, usle_K, spexp, ch_bed_d50, 

ch_bed_kd, ch_bnk_bd, spcon, prf_bsn, ch_erodmo, ch_cov1 (Neitsch et al., 2011), and 4,000 simulations, for 

a 2-year period from 1 July, 2014 to 31 June, 2016 and yielded a Nash Sutcliffe Efficiency (NSE) of 0.97 and 

0.59, respectively. The model was validated from 1 July, 2016 to 26 May, 2019, indicating very satisfactory 

model performance with NSE values of 0.97 for stream discharge and 0.48 for sediment discharge. 

3. Comparison between calculation and measurement

The use of the final ranges of the calibrated parameters for the entire period (1 July 2014 – 26 May 2019) 

resulted in the hydrograph and sediment graph of Figs. 1 and 2. A very low uncertainty (95 Percent Prediction 

Uncertainty) is observed in stream discharge (NSE=0.96), while the sediment discharge (NSE=0.49) presents 

an appreciably higher uncertainty but includes the entire measurement. The application resulted to a 5-year 

calculated sediment yield of 472,680 t which presents a deviation of only -4.2% from the measured value. 

Fig. 1. Monthly stream discharge at Rio di Pusteria reservoir. 

Fig. 2. Monthly sediment yield at Rio di Pusteria reservoir. 
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ABSTRACT 

Sedimentation in hydro-power reservoirs can cause adverse outcomes such as damage to components or 

unexpected downtime. The STRIVAN research project aims to develop a risk-based model to quantify and 

compare the net present value of mitigation measures. Quantifying risks involves calculating the probability 

of outcomes as well as the consequence. This work discusses a Monte Carlo simulation approach to estimating 

probability distributions for outcomes. Monte Carlo simulations combined with a one-dimensional (1D) quasi-

unsteady sediment transport model has been implemented in a case study. 

1. Introduction: The STRIVAN model

The STorage RIsk and Value ANalysis (STRIVAN) research and development project aims to develop a risk-

based decision-making tool for operation, management, and mitigation of sediments in reservoirs. In the 

STRIVAN model, different alternatives of sediment mitigation measures and timings are assessed in terms of 

their net present value (NPV) (Nøvik, et al., 2022). 

The STRIVAN model follows a modified five-step sequence of risk assessment modelling after Bowels and 

Schaeffer (2014): 1) initiating events, 2) system responses, 3) outcomes, 4) exposure factors, and 5) 

consequences. Initiating events are events having an impact on sediment transport into the reservoir, e.g. floods 

or earthquakes, and the relevant system response is the transport, erosion and deposition of sediments leading 

to adverse outcomes. The outcomes considered are those that can cause unwanted impacts on technical 

installations or on operation of assets; for example clogging of intakes or loss of reservoir volume. The 

exposure can depend on the system state, such as water levels, gate openings etc. The economic consequences 

are considered, such as repair or downtime costs. 

2. Method: The Monte Carlo simulation approach

A key part of the STRIVAN-model is the determination of probability distributions for outcomes that may 

cause damage or unexpected downtime. Typically, the probability distribution for initiating events, such as the 

yearly probability of exceedance for a peak flood or an earthquake of a certain magnitude is available or can 

be determined by standard methods. For example, peak floods can be determined by flood-frequency analysis. 

The probability of a sediment related outcome can, however, not be easily deducted from the probability of 

initiating events. Further, sediment related outcomes of interest, such as depositions in front of an intake, is 

not the result of a single initiating event, but can be the result of a series of yearly floods, where the sequence 

of floods matter.  

We propose a method of propagating the probability distribution for the initiating event to the outcomes of 

interest, using a Monte Carlo simulation approach combined with sediment transport modelling. In the context 

of sediment risks, Monte Carlo simulations can be used by sampling from the given random distributions of 

initiating events and constructing synthetic time series based on the sampling. The synthetic time series can 

then be used as input in a model of the relevant system response. To determine the probability distribution of 
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an outcome, the state in which the outcome has occurred must be clearly defined by a threshold. For example, 

the yearly probability of an outcome can then be estimated by determining in which year the threshold is 

exceeded for each realization. 

3. Case-study: Monte Carlo simulation in HEC-RAS sediment transport model

Monte Carlo simulation has been utilized in a case study for sedimentation in the Binga reservoir in the 

Philippines. Here a quasi-unsteady 1D HEC-RAS model including sediment transport and bed updating was 

combined with Monte-Carlo simulation of stochastic flood series over a 50-year period. The Monte-Carlo 

simulations in HEC-RAS were implemented by running a Python script utilizing the HEC-RAS Controller 

interface. A similar approach has been described in Dyrsaz (2018). 

In the HEC-RAS model, bed material compositions were set according to various measurements of grain size 

distributions. The sediment inflows were calibrated based on historical data, including bathymetries, flow 

series and reservoir levels from 1960 – 2018. For the Monte Carlo simulations, the HEC-RAS model geometry 

was based on bathymetric measurements from 2018.  

Fifty-year synthetic flood series were generated by drawing peak floods from a Weibull 2-parameter 

distribution based on historical floods and modifying a template flow series each year. The template was 

developed based on average flow durations from historical data (Fig. 1).     

Fig. 1. Left: Template flow series for one year, based on average durations. Right: Example of 50-year flow series generated by drawing peak 

flows from a probability distribution and modifying the template each year. 

The Monte Carlo simulations were then used to study different outcomes caused by sediment transport over 

time. One outcome that was studied was sediments threatening clogging of the intake. The threshold for this 

outcome was defined as the bed level at the intake reaching the intake sill. For each simulation the year in 

which this threshold was reached was then recorded, and the corresponding yearly probability and cumulative 

probability calculated. An example of a simulation, including the corresponding convergence of sample mean 

and variance is shown in Fig. 2. 

Fig. 2. Left: Example of simulated yearly probabilities and cumulative probabilities of exceedance of threshold bed level. Right: Convergence 

of sample mean (years) and sample variance of the time of threshold exceedance as a function of the number of realizations. 

4. Discussion

The main advantage of using a Monte Carlo simulation, rather than other modelling approaches - such as a 

scenario-based approach, is that the outcomes of interest can be expressed in terms of a probability distribution 

tied to the probabilities of initiating events.  

In this study, synthetic series based on peak floods has been studied. The method could plausibly be expanded 

to include the interaction between several initiating events, such as floods and earthquakes, or including the 

study of uncertainty in variables such as the sediment inflows or gradations.  
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ABSTRACT 

The river morphology of a braided type river is rather complex. High sediment transport rates and frequently 

changing discharges are the cause of dynamic planform evolution. The coexistence of alternating bars and the 

consequent appearing confluences and divergences in interaction with bank erosion have been in the focus of 

scientific investigations over the last decades. It is still rather challenging to estimate or predict the total 

sediment transport rate in such type of rivers. The present study attempts to numerically simulate such complex 

morphodynamics in a braided river reach. A reach of the Devoll River in Albania, located upstream of the 

Banja dam, is considered. The morphodynamics of this river reach is important as there is an expanding delta 

upstream of the dam reservoir. The objectives of the two-dimensional (2D) depth-averaged approach of the 

present study are (i) to show the ability of the HEC-RAS 2D model to simulate the evolution of this braided 

river, (ii) to evaluate the variation of Braided Index (BI) of chosen reach along the time of input hydrograph, 

and (iii) to illustrate an applied context to consider future modeling challenges. HEC-RAS 2D uses the shallow 

water equations solved with an implicit finite volume solver, and the Wu transport formula to solve the 

sediment transport rate and the corresponding bed changes. The preliminary results are promising to reveal the 

expected evolution trend of the mentioned braided river. 

1. Introduction

A braided river is a complex case for morphodynamic simulations due to evolution over time and changes in 

the hydraulic and morphological parameters (Yassine et al., 2022). A braided river is characterized by 

alternating bars resulting in a complex system of multiple diverging and converging channel branches which 

the flow and sediment patterns of them have been investigated separately in the literature (Olsen, 2021). The 

present study is focusing on a braided river (Devoll River) upstream of the Banja reservoir dam. The Banja 

reservoir is located on the Devoll River in southeast Albania and has a storage capacity of approximately 400 

Mm³. The catchment area of the reservoir has a size of 2900 km² and is located within a mountainous region 

with a diversified topography. The Devoll River has its source near the Greek border and has several 

confluences. Hence, the transport processes of the Devoll River are very important, because they highly impact 

the sedimentation process within the Banja reservoir. This study aims at investigating this transport process by 

modeling a braided river reach to quantify the sediment source to the Banja Reservior. 

2. Methods

In the current study, the topography data used in HEC-RAS model is a digital terrain model (DTM). This DTM 

was prepared from the ground classified points of the Lidar data taken on February 9th and 10th, 2019. Besides, 

the grain size distribution curve was measured in the field, describing the bed material by D50 of 19 mm. The 

Manning roughness coefficient checked with the Strickler equation and the reference table as to be 0.025. The 

equations used in the present 2D depth-averaged numerical modeling are the shallow water equations, and the 

bed load calculated by the Wu transport equation (Wu et al., 2000). The simulation is run with a roughness 

coefficient retrieved from substrate measurements at the river bed and floodplain. Validation of results is 

considered to be done by comparing the plan view or the evolution of river in a frame time of 8 months that 

there are two google earth images. The 8-months hydrograph obtained using a hydrological model of the 

catchment, is used as an upstream boundary condition (Fig. 1). It should be noted that the results shown in the 

next section are the preliminary results which are for the simulation of the first month of hydrograph. The 

downstream boundary condition is the normal depth with a bed slope of 0.008. The sediment upstream 

boundary condition is the equilibrium load. This bed slope is computed from a profile of the mainstream of 
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the chosen river reach with a length of approximately 1.5 km. The Braided Index (BI) is calculated as 

( ) /m l m +  , where m is the summation of mainstream length and l is the summation of all lateral 

streams lengths (Kuo et al., 2017). 

Fig. 1. upstream boundary condition hydrograph 

3. Results

By using the first-month input hydrograph, the preliminary results of 2D depth-averaged numerical modeling 

are shown in Fig. 2. Figure 2(a) shows the flow simulation of the river reach with the velocity pattern at the 

beginning of the preliminary simulation hydrograph. In this figure, the maximum velocity zones are visible, 

especially after the confluence which is shown with a circle in Fig. 2(a). Figure 2(b) shows the bed change at 

the end of the preliminary simulation hydrograph. According to this figure, it can be seen that there is 

deposition in the left branch and scouring in the right branch. According to the two mentioned google earth 

images, it is expected that the right branch morphodynamic is active in comparison with the left branch. 

Therefore, the evolution trend of the river is observed in this figure by observing the river's intention to be 

straighter on the right branch. Figure 2(c) shows the variations of bed topography at the start and end of the 

hydrograph at cross-section A-A. Figure 2(c) shows in analogy to Fig 2(b) the erosion and deposition occurring 

in the simulation. In addition to the above results, it can be concluded that the braided index (BI) decreased 

from 2.61 to 1.69 for the specific time frame of the chosen reach of the Devoll River.  

Fig. 2. (a) velocity pattern of the river reach at the start of simulation (b) bed change at the end of the simulation, and (c) variation between 

the bed topography at the start and end of simulation for section A-A. 

4. Conclusion

These preliminary results are promising and show the applicability of the model for (i) the long-term 

simulation; and (ii) the investigating the effect of climate change on the sediment transport processes and 

planform evolution of Devoll River, which is important for the Banja reservoir and the sediment handling plan 

of the hydropower plant. 
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ABSTRACT 

After decades of exploitation many reservoirs reach their design lifespan and suffer from sedimentation. To 

reduce the risk of high costs and environmental impact it is desirable to model the sediment transfer measures 

in advance. A specific problem of reservoirs is the wide gradation curve of the accumulated sediments.  

In case of graded sediment transport the transport capacity is calculated with a correction factor for the 

dimensionless Shields stress for each fraction. This factor becomes strongly grain size dependent. Here it is 

proposed to change the actual shear stresses. The new approach for graded sediment transport is introduced 

and discussed by modelling the experiment of Günter.  

Introduction 

Planning of dams and barrages has to take into account the natural sediment transport of the streams. This 

transport will increase largely due to climate change. Extreme rainfall events will be more frequent in the 

future. This unsteady flow will carry a large amount of sediments down the rivers. This may increase the 

sediment transport volumes by several times.  

In reservoirs the transport capacity of the rivers breaks down. The sequence in which the transported sediments 

accumulate is well known and common to all reservoirs. The sediment trap constructed at the dam root collects 

very coarse sediments. The finer fractions however move on and cause siltation. Talking about management 

of reservoirs is thus talking about very different grain sizes and their combined properties at initiation of motion 

as well as in the case of transport.  

Fig. 1. Critical shear stress for initiation of motion of individual size fractions of uni- (left) and bimodal (right diagram) sediment mixtures 

after Wilcock (1993). 

Measurements of the critical shear stress for each fraction in a graded sediment transport case are reproduced 

from Wilcock (1993) in Fig. 1. Following experiments for unimodal sediments all fractions start to move at 

the same critical shear stress. For a constant critical Shields value, the values would follow the line in Fig. 1 

(left) what is evidently not correct. In the case of wide bimodal sediments shown in Fig. 1 (right) the situation 

changes. For wide gradation curves the critical shear stress is no longer constant but changes for coarser grains. 

Following the data of Wilcock (1993) this seems to happen at a distance of a factor of five. Following Patel et 

al. (2013) this effect is not reproduced by the commonly used formulas, like the approach of Wu et al. (2000). 

Methods 

The common approach (DWA, 2020) for graded sediment transport is to apply a “hiding and exposure” 

correction factor for the critical Shields value of every fraction (Wu et al., 2000): 

𝜃𝑐,𝑖
𝑚 =

𝜏𝑐,𝑖
𝑚

𝜌′𝑔𝑑𝑖
= 𝜉𝑖𝜃𝑐,𝑖 and after Wu et al. (2000) 𝜉𝑖 = (∑

𝑝𝑖∙𝑑𝑖

𝑑𝑖+𝑑𝑗
𝑁 ∑

𝑝𝑗∙𝑑𝑗

𝑑𝑖+𝑑𝑗
𝑁⁄ )

−0.6

(1)
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Where 𝜃𝑐,𝑖
𝑚  the critical Shields value for fraction i in mixture m [-], 𝜏𝑐,𝑖

𝑚  the critical shear stress of fraction i  in

mixture m [Pa], 𝑑𝑖 the grain size, 𝑝𝑖 the mass fraction, 𝜉𝑖 the hiding and exposure factor and 𝜃𝑐,𝑖 the critical

Shields value for fraction i [-], 𝜌′ the relative submerged density [-], g the gravity acceleration [m/s²].  

Wilcock (1993) proposed to use a constant critical shear stress for all fractions in the case of unimodal 

mixtures. In case of bimodal mixtures he proposed a correction that depends on 𝑑𝑖. Here a similar approach is

proposed by taking the sum over all critical shear stresses weighted by their corresponding mass fractions:  

𝜏𝑐,𝑖
𝑚 =

∑ (𝜏𝑐,𝑗∙𝑝𝑗∙𝑤𝑗)𝑁

∑ (𝑝𝑗∙𝑤𝑗)𝑁
;  𝑤𝑗 = {

1; 𝑓𝑜𝑟 𝑖 ≠ 𝑗
2; 𝑓𝑜𝑟 𝑖 = 𝑗

(2) 

Instead of changing the dimensionless Shields value 𝜃𝑐,𝑖 here the critical shear stresses are averaged, as it is

observed in many experiments. The weighting function 𝑤𝑖 is somewhat arbitrarily chosen and should be

refined with more experimental data. If it is one, all sieves would have the same critical velocity, what would 

not lead to bed armoring and makes sense only for unimodal sediment. In general the weighting function 𝑤𝑗

should depend on the relative difference of the grain sizes. Here the weighting decreases to zero at a  factor of 

five between grain sizes. 

Results 

The three-dimensional morphodynamic-numerical model Bmor3D developed by the author (Mewis, 2016) is 

run to reproduce the laboratory experiment by Günter (1971) dealing with the effect of bed armoring. The 

experimental conditions are described in Günter (1971) and DWA M-540 (2021). From Fig. 2 it can be 

concluded that two fine fractions are washed out with the approach of Wu et al. (2000) while the proposed 

approach (eq. 2) ensures a better correction of the critical shear stress for the fine fractions. 

Fig. 2. Composition of bed material of the experiment of Günter and computed with eq. 1 (Wu et al. 2001) and eq. 2 (new approach). 

Conclusions 

The very wide gradation of the bed material in reservoirs pose a demand for approaches that are able to simulate 

very wide graded mixtures. The model Bmor3D reproduces the experiment of Günter well with a new 

approach. This approach must however be developed further and adapted for wider and bimodal sediments. 
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ABSTRACT 

Iber is a two-dimensional hydraulic model for the simulation of free-surface flow in rivers and estuaries and 

solves hydrodynamics, turbulence, sediment transport, water quality processes, and habitat. Although Iber 

profits from some kind of OpenMP parallelization, in cases with a large number of computational elements, 

Iber will need days for completing the calculations which will make Iber almost unusable in applications where 

a short computational time is needed like flood warning systems. RIBER is a software that was implemented 

based on the Iber code such that no substantial modifications were made to the original algorithms. With the 

help of GPU computing using CUDA, it profits speedups up to almost 15 times faster than Iber. This speed up 

not only will make RIBER more affordable for flood early warning systems but also doing calibration for 

different cases using stochastic models is more applicable to it. 

1. Introduction

First, the study area and governing equations are discussed in a summarized manner. Then a portion of the 

results was presented. After that, a conclusion is made regarding the presented results. 

1.1. Study Area 

Ribaroja is a monomythic long and narrow reservoir with a quite regular topology in the Ebro River basin, 

which encompasses a large portion of the northeastern Iberian Peninsula. The current storage capacity is 210 

hm3 with a few weeks of resident time. The Ribaroja reservoir is closed downstream by a gravity dam with a 

crest of 76 meters above sea level and a base of 16 meters. This is supplemented by considerable discharge 

input from two tributaries, the Segre and Cinca rivers, which flow from the central Pyrenees and converge 

around 2 km before the Ebro River confluence at the reservoir's tail.(Bladé Castellet et al., 2019). The present 

work focuses on the shallow areas at the tail of the reservoir, where the hydrodynamic conditions are similar 

to those of river flow(Arbat-Bofill et al. 2015). 

1.2. Governing Equations 

The reader is referred to (Bladé Castellet et al., 2014) for a full discussion and experimental validation of the 

numerical algorithms used to solve the shallow water equations, which are not included in this study for 

brevity's sake. The sediment transport module calculates bedload and suspended sediment transfer based on 

the results of the hydrodynamic and turbulence modules' velocity, depth, and turbulent viscosity fields. There 

was no consideration of bedload in this study. The movement of suspended sediment was modeled by solving 

the depth-averaged turbulent convection‐diffusion Eq. (1), using the method described in (Cea et al., 2016). 

𝜕ℎ𝐶

𝜕𝑡
+

𝜕ℎ𝑼𝒙𝐶

𝜕𝑥
+

𝜕ℎ𝑼𝒚𝐶

𝜕𝑦
=

𝜕

𝜕𝒙𝒋
((Γ +

𝑽𝒕

𝑺𝒄,𝒕
) ℎ

𝜕𝐶

𝜕𝒙𝒋
) + (E − D) (1) 

Here, C is the depth-averaged concentration of suspended solids; Ux and Uy are the horizontal depth-averaged 

velocity components; 𝜈𝑡 is the turbulent viscosity; Г is the molecular diffusion coefficient for suspended solids;

Sc,t , is the Schmidt number, which relates the moment turbulent diffusion coefficient with the suspended 

turbulent diffusion coefficient; D is the deposition rate, and E is the Erosion rate.  
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In order to address the limitations in terms of efficiency of the Iber model, a new implementation was 

developed which is called RIBER (Rapid Iber), and is parallelized for GPUs using the Nvidia CUDA (Compute 

Unified Device Architecture). All the cases were run on a laptop equipped with an AMD RYZEN 9 5900HX 

processor, 32 GB of RAM, and an NVIDIA RTX 3070 graphic card. 

2. Results

Fig. 1. Results of specific discharge (Left) and erosion rate (Right) compared in Iber (serial) with RIBER (parallel) for different 

points in the reservoir (point1 is the beginning and point 4 is the end of the reservoir).  

Both the hydraulic and sediment transport model results of the case can be appreciated in Fig. 1. It shows that 

in comparison with serial code (constant color lines) the parallel code (dashed color lines) did a good job 

predicting the results for both models by just some slight differences in the discharge distribution in the outlet 

of the reservoir (point4), which might be due to the boundary conditions implementation of the outlet. Also in 

the erosion rate plot (Fig. 1. Right), it can be noticed that in both inlet and outlet (point 1 and point 4) of the 

reservoir there is no erosion as the results of both models overlap at zero.  

3. Conclusion
Table 1. Computational Time and Speedup 

Software (Serial/Parallel) Computation Time(s) Speedup 

Iber (Serial) 11350 1 

RIBER(Parallel) 750 15 

A new parallel implementation of the 2D shallow-water model Iber was presented. The first version of this 

new implementation, which can be further optimized, named RIBER, takes advantage of different 

parallelization strategies both on CPUs and GPUs to speed up the computations about 15 times regarding Table 

1 while keeping the same accuracy as the original model. The main advantage of 2D models like RIBER is 

their affordable execution time, which can be an advantage for them to be implemented in flood warning 

systems. This also will help the model to be calibrated using stochastic models like Monte-Carlo in a 

considerably shorter time.  
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ABSTRACT 

The performance of reservoirs, i.e. their capability to provide reliable water services for irrigation, freshwater 

supply, hydropower production, and flood protection, depends on the variability of the incoming flows and 

the available storage capacity. Reservoirs have, however, a natural enemy: Sedimentation results in the 

continuous reduction of their storage capacity through the formation of coarse-grained sediment deltas in the 

upper reaches and the accumulation of fines in the deeper sections. The combined effect of population 

growth and reservoir storage loss to sedimentation results in a net reduction of global per capita water 

storage (Annandale 2013; Annandale et al. 2016). At the same time, a vast body of scientific evidence 

indicates that anthropogenic climate change disturbs the global historically observed hydrological regime by 

altering the runoff availability and increasing interannual and seasonal variability (IPCC 2021). Furthermore, 

the intensification of flood events in combination with dynamic land use changes, deforestation, as well as 

more frequent and severe wildfires due to temperature increase will also affect surface erosion. Scientific 

research and experience point towards increased sediment yields and hydrological uncertainty. Increased 

sediment yield and hydrologic variability induced by climate change will reduce the global reliability of 

hydropower generation and water supply for domestic, industrial and agricultural use; adding to the crisis of 

increased water demand due to population growth. Recently evidenced water supply shortages in different 

cities serve as reminders of the water security issues the global community will face soon.  

The important role that reservoir storage plays to ensure the reliability of water supply as hydrologic 

variability due to climate change increases emphasizes the importance of preserving existing and newly 

created reservoir storage space through reservoir sedimentation management. Many different reservoir 

sedimentation management methods have been developed, and successfully applied in the past, including 

sediment yield reduction by means of watershed conservation, sediment routing and deposit removal (Morris 

and Fan, 1998). With each method being subject to a set of feasibility constraints, the selection of an 

optimum sediment management strategy must account for site-specific hydrological conditions, water uses, 

reservoir geometry and operational characteristics. Climate change characterized by great hydrologic 

uncertainty adds to the complexity of selecting suitable reservoir sedimentation management strategies, 

demanding application of robust decision-making procedures. 

Recently, the International Hydropower Association (IHA) published the Hydropower Sector Climate 

Resilience Guide (IHA, 2019), which provides the industry with guidelines to identify, assess and manage 

climate risks ensuring resilience of the hydropower sector. Building on the IHA guidelines a rapid 

assessment method, known as the REServoir CONservation (RESCON) method, has been developed for 

preliminary screening of state-of-the-art sediment management methods identifying optimal management 

techniques based on technical and economic feasibility and optimality while concurrently addressing the 

deep uncertainty associated with climate change. 

The associated software (RESCON2) uses readily available data, partially retrieved from global data sets, 

and is intended for technical and economic analysis during early project development phases. It evaluates the 

vulnerability of water supply, irrigation and hydropower facilities to reservoir sedimentation and climate 

change and identifies at pre-feasibility level suitable reservoir sedimentation management approaches that 
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increase the resilience of water infrastructure. This pre-feasibility climate risk assessment and screening of 

the state-of-the-art sedimentation management methods shall be followed by detailed numerical studies and 

techno-economical evaluation during subsequent project development phases. 

The analysis comprises: 

1. Baseline definition, which evaluates the performance of the facility for the business-as-usual

scenario, i.e. historically observed hydrological conditions and currently applied sediment

management strategy.

2. Climate stress test, which evaluates the performance of the full ensemble of future hydrological

predictions subject to climate change and the current sediment management strategy. This allows a

quantification of the vulnerability of the facility in its current state to climate change.

3. Resilience analysis, which evaluates the performance for the ensemble of future hydrological

predictions and project configurations differentiated by the applied sediment management strategies.

This identifies the relative potential of each sediment management strategy to improve the resilience

of the facility.

4. Identification of a project configuration providing robust adaptation to climate change by

acknowledging the deep uncertainty of the hydrological predictions due to climate change using the

method of minimizing maximum regrets corresponding to each project configuration.

The metric used to characterize the long-term economic performance of a facility for different hydrological 

scenarios and project configurations is the aggregate Net Present Value (NPV). The latter is calculated by 

discounting the future stream flows of revenues and costs. Depending on the purposes and water uses of the 

reservoir, the revenues are related to firm water yield availability and hydropower generation for a given 

reliability subject to the temporal change in storage due to sedimentation. The economic appraisal also 

considers water losses and additional costs for implementation of the different sediment management 

techniques. The calculated regrets correspond to the possible revenue losses or foregone revenues for each 

hydrological future and project configuration.   

It is pointed out that the selected project performance metric characterizes only the economic performance of 

the facility and does not apply to safety, environmental, social and multi-purpose functions. These aspects 

shall be further evaluated with additional studies.  

The paper showcases the presented analysis in terms of a case study of a hydropower reservoir. 
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ABSTRACT 

This paper presents two innovative cost-effective dredging techniques for managing sediment within the 

reservoir while respecting the operational rules (dam operation) and environmental constraints downstream of 

the dam due to the sediment release: NESSIE (New Environmental System for Sediment Innovative 

Evacuation) and LISIE (LIight Subaquatic Innovative Excavator). Both techniques relay on underwater 

dredging robots to remove fine sediment materials and dilute them in a controlled, continuous, and measurable 

way without any water and hydro-power production losses. The dredged sediment is discharged downstream 

of the dam while strictly complying with dilution criteria specified by the dam operator. Compared to NESSIE, 

LISIE is suitable for narrow reservoirs and can dredge sediment in the areas near to the dam gates or concrete 

constructions. Both techniques have proven their high performance in different operations. 

1. Introduction

Hydraulic dredging, which is the process of excavating deposited sediment from underwater, is a highly 

specialized technique used to restore the reservoir storage capacity. However, hydraulic dredging is often more 

expensive than mechanical excavation, and the disposal of dredged material on land or discharging high 

sediment concentrations associated with dredging slurry directly downstream from the dam can be 

environmentally unacceptable. Therefore, there is a need to improve this technique while ensuring dam 

operation (during the dredging operation) and ecological functions of the river system. 

2. NESSIE and LISIE dredging robots under water

Since 2016, Électricité de France (EDF) was seeking new cost-effective dredging techniques to manage 

sediment within reservoirs while respecting the operational constraints during operations and reducing the 

negative environmental impacts of sediment release downstream of the dam. In response to this need, 

WATERTRACKS has developed an innovative dredging solution for sediment continuity, while promoting 

the environmental sustainability of the reservoir. The solution is an underwater dredging robot able to self-

regulate its production to release sediment downstream of the waterway while strictly complying with dilution 

criteria specified by EDF. This robot is called NESSIE ® that stands for New Environmental System for 

Sediment Innovative Evacuation. NESSIE is the first ever made underwater low environmental impact 

dredging robot that is designed to remove fine sediment and dilute them in a controlled continuous and 

measurable way without any water and hydro-power production losses (Fig. 1). This technique can be applied 

24 hr/24 hr, under 1 m to 300 m water depth and is equipped with a cutter for cohesive material; the dredging 

discharge is 1200 hr/m3. NESSIE has been declared ready to operations by EDF in November 2020, after a 

first dredging operation of sediment volume of 15 000 m3 up to 60 m depth in Le Sautet dam reservoir. 

Fig. 1. NESSIE working principle (left) and in field (right). 
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Subsequently, in 2021 WATERTRACKS has developed LISIE, a complementary dredging robot suitable for 

confined reservoirs. LISIE stands for LIight Subaquatic Innovative Excavator (Fig. 2). This underwater robot 

designed as a mini-backhoe excavator is a tool actioner that can fit in narrow and small places compared to 

NESSIE. LISIE can dredge sediment in the areas near to the dam gates or concrete constructions without any 

damage for the structures (Fig. 3). The first operation of LISIE was to remove sediment behind entrance grids, 

reaching them through the tunnel of the Hermillon inlet in Maurienne valley (French Alps). 

Fig. 2. LISIE robot. 

Fig. 3. LISIE Monitoring Screens working close to structures 

In spring 2022, both NESSIE and LISIE were used together in La Balme de Rencurel dam reservoir (capacity 

of 60 Mm3), located in the French Alps and used for hydropower production. NESSIE dredged the largest 

amount of sediment with direct release of suspended load downstream of the dam with strict monitoring of 

turbidity. LISIE cleaned the inlet grid of the turbine penstock thanks to its innovative air lift tool designed by 

WATERTRACKS. Despite operational difficulties (e.g., trees, branches, heterogeneous sediment material, 

leaves and stones) EDF was satisfied by both robots and has extended the duration of the initial contract. 

3. Conclusions

NESSIE (New Environmental System for Sediment Innovative Evacuation) and LISIE (LIight Subaquatic 

Innovative Excavator) are innovative underwater dredging robots used for restoring the reservoir capacity 

reduced by accumulation of sediments. NESSIE and LISIE remove fine sediment and dilute the material before 

discharging it downstream of the dam, so that respecting the environmental quality of the waterway. During 

the dredging operation, water is not lost, and hydro-power production is ensured. Both techniques have proven 

their high performance in different operations for managing. 
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ABSTRACT 

      In this study, we explore the controls over specific suspended sediment yield in 11 stations situated along 

six major rivers of Western and Northern Greece (Arachthos, Achelooos, Evinos, Aoos, Kalamas and 

Aliakmon). We investigate the correlations among suspended sediment yield values and 35 characteristics 

of the corresponding basins. We find the principal controls to be slope and lithology followed by 

precipitation and runoff. With the use of stepwise multiple regression analysis, we build a model that 

employs three variables: slope, precipitation and lithology, where the contribution of lithology is an 

additive term to the slope-precipitation power relationship. The proposed model achieves good statistics 

(R2 = 0.86).  

1. Data and Methods

Values of area-specific Suspended Sediment Yield (SSY) for these stations were adopted from Zarris’s et al. 

(2007) reanalysis of existing records and range from 80 to 2150 t km-2 y-1. These investigators employed the 

broken rating curve concept, which employs a steeper rating curve for discharges above the bankful discharge. 

About 35 geomorphic - topographic, morphometric, textural, tectonic, geological-lithological and climatic-

hydrological (precipitation-runoff) characteristics, along with land cover variables and RUSLE factors (LS, R, 

K and C RUSLE), from maps of the European Soil Data Center (Panagos et al., 2015) were extracted for the 

corresponding basins (Table 1) and correlated with the SSY values. 

Table 1. Values for SSY and major corresponding characteristics for the studied catchments 

Erodible lithology was represented by the percentage of flysch within the basin, while land cover was 

represented by the duality barren or not land (CORINE code 33). The principal controls were found to be slope 

and erodible lithology of the catchments (Fig. 1, left). Mean annual precipitation plays a secondary and 

somehow ambiguous role as, due to the peculiarities of the small database, it is impossible to discriminate if it 

STATION RIVER SSY 
[t km-2 y-1] 

A 
[km2] 

P 
[mm] 

R SL LITH 
[%] 

LC 
[%] 

DD 
[km-1] 

AL 
[%] 

SHAPE 

Aylaki Acheloos 1705 1355 1314 988 46.5 0.63 0.59 3.02 0.15 13.29 

Poros Rig. Evinos 1447 914 1198 1354 44.6 0.48 0.30 3.15 0.23 11.35 

Tsimovo Br. Arachthos 1049 640 1307 1207 33.5 0.84 0.38 3.63 0.01 13.10 

Gogou Br. Arachthos 1592 203 1753 939 45.4 0.59 0.91 2.97 0.16 5.71 

Plaka Br. Arachthos 1249 970 1400 1256 36.8 0.71 0.51 3.46 0.01 13.10 

Soulopoulo Kalamas 279 660 1270 1749 21.8 0.11 0.44 2.29 0.01 14.08 

Kioteki Kalamas 532 1481 1297 1838 26.4 0.23 0.41 2.19 0.01 14.08 

Konitsa Br. Aoos 2150 706 1215 721 40.9 0.42 0.44 2.90 0.04 8.66 

Venetikos Aliakmon 81 847 782 682 29.9 0.13 0.42 6.46 0.01 8.66 

Siatista Aliakmon 233 2724 687 651 20.1 0.02 0.32 5.62 0.04 21.95 

Ilarion M. Aliakmon 415 5005 719 650 19.6 0.04 0.32 6.08 0.03 24.15 

Aylaki Acheloos 1705 1355 1314 988 46.5 0.63 0.59 3.02 0.15 13.29 

Poros Rig. Evinos 1447 914 1198 1354 44.6 0.48 0.30 3.15 0.23 11.35 

Tsimovo Br. Arachthos 1049 640 1307 1207 33.5 0.84 0.38 3.63 0.01 13.10 

P is precipitation, R-USLE is in MJ mm ha-1 h-1 y-1, SL is slope in percent, LITH is the fraction of flysch, LC (Land Cover) is the 

fraction of CORINE code 33 (barren land), DD is Drainage Density, AL (alluvial) is the fraction of CORINE code 333, Shape is 

Horton’s shape factor.
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affects mainly basins with erodible lithology or basins with large slopes (Fig. 1, right) or both. Land use/cover 

also has a smaller relevance. Strong correlation was also found with the LS (Length Slope) factor of RUSLE, 

but with no other RUSLE factor (R or C). Simple and stepwise multiple regression was then used to construct 

models with the most prevalent factors, using readily accessible and unambiguous characteristics. 

Fig. 1. Scatter diagrams of measured SSY (t km-2 y-1) with some of the most relevant variables. To the left, morphological slope and erodible 

lithology, to the right, mean annual Precipitation (mm). Radiuses of circles in the lower left panel represent slope of the catchments. 

2. Results

Strong correlations with slope and the LS factor of RUSLE allow for simple regression equations [Eqs. (1)-

(2)] with satisfactory statistics. Equation (3) is a power relationship with slope and precipitation and is 

considered appropriate for basins with resistant lithologies (erodible material less than 25%), while in the final 

model, Eq. (4), the lithology factor is added as an exponential term to the previous power relationship.  

SSY = -861.66 + 53.9 S   (1) 

SSY = -875.4 + 309.6 LS    (2) 

SSY = 0.0049 S1.51 P0.94   (3) 

SSY = 0.0049 S1.51 P0.94+102.87 e1.46L (4) 

where SSY in t km-2 y-1 and, S – slope [%], LS – topographic RUSLE factor [dimensionless], P – mean annual 

precipitation [mm], L – fraction of erodible lithology within the catchment. For the equations to be used, slope 

has to be calculated with Arc-GIS from DEMs with cell size 25 m., since different GIS give different results.  

As a validation test, Eq. (4) was applied to three basins where SSY was estimated with hydrometric surveys, 

Acheloos and Agrafiotis rivers in Kremasta reservoir (Zarris et al., 2002) and Charadros river in Marathon 

reservoir (Xanthakis, 2011). The results were satisfactory (R2 = 0.86). The advantage of the above Eq. (2) is 

that it can be applied with only the RUSLE2015 maps of the European Soil Data Centre, while Eq. (4) can be 

used to provide minimum [as Eq. (3)] and maximum sediment yields. It should be noted that results agree to a 

large extend with the predictions of the BQART model (Syvitski, 2007) and less so with the RUSLE2015 

predictions. 
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ABSTRACT 

A river evolves in terms of its geometry, flow direction, and water quality based on various natural and human 

induced factors such as alluvial depositions, floods and other natural disasters, climate change, construction of 

hydraulic structures, unplanned urbanization, etc. Water quality restoration, waterbody rejuvenation, and flood 

damage reduction – all require a primary and precise knowledge of this morphodynamic evolution of the 

system. Morphodynamic evolution of the Adyar River of Chennai (Tamil Nadu, India) over the past three 

decades is analyzed in this study with the aid of Google Earth Engine (GEE), freely available Landsat satellite 

data, and a few assessment indices - Normalized Difference Vegetation Index, Modified Normalized 

Difference Water Index, and Enhanced Vegetation Index. The spatio-temporal evolution of the river and the 

corresponding variation in alluvial deposition are extracted. An elevated deposition of sediments is found 

towards the Adyar estuary, the location where the river joins the Bay of Bengal. Besides, a gradual deviation 

in the flow path is also observed, though the river center-line alignment is more or less unaltered. The excessive 

sediment deposition may be due to the haphazard encroachments, urbanization, and industrialization along the 

floodplains of the Adyar River since the early twentieth century. There is a high requirement for sediment 

removal and proper maintenance of the river channel to ensure better flow, low sedimentation, and hence 

reduced damages during future flood events. The morphological pattern evaluated in this study can be used in 

a long-term morphological numerical model study to regain the health of the Adyar River. 

1. Introduction

A high degree of unplanned urbanization, human settlements on the floodplains, and natural disasters have 

altered the course and morphodynamics of many rivers in the world, leading to the destruction of natural 

biodiversity, frequent floods, and degradation of water quality. Restoration and rejuvenation of polluted rivers 

are a primary concern for many of the developing nations of the world today. Also, knowledge of annual river 

planform changes helps in efficient land use allocation and hence in the reduction of flood-induced losses. 

Satellite data-based morphodynamic assessment using Google Earth Engine (GEE) code editor has gained 

attention among the research community (Boothroyd et al., 2021a & 2021b; Xu, 2006; Zou et al., 2018). GEE 

platform enables the analysis to be done without the requirement of high-end processors with large storage 

capacity. Since the satellite images are freely available in the GEE repository, limitations in high-quality data 

availability can also be overcome. The objective of this study is to assess the morphological characteristics of 

the Adyar River, flowing through the Chennai city of Tamil Nadu state in India, in the GEE platform using 

freely available satellite imagery. The results of this study can be used in the ongoing process of regaining the 

health of the Adyar River and consequently reducing the damages caused by floods in the future.  

2. Methodology

Annual image sets for the period of analysis and Region of Interest (ROI) from the Landsat satellite images 

over the last three decades (January 01, 1990, to January 01, 2021) are separately analyzed for the extraction 

of the river channel. The cloud masked images are assessed using three indices - Modified Normalized 

Difference Water Index (MNDWI) (Xu, 2006), Normalized Difference Vegetation Index (NDVI) (Gandhi et 

al., 2015), and Enhanced Vegetation Index (EVI) (Zou et al., 2018), respectively, to classify water and non-

water areas, vegetative cover, and alluvial deposits (Boothroyd et al., 2021a and 2021b). The areas with 

MNDWI greater than NDVI or EVI and with EVI < 0.1 are categorized as water or active channels, while 

areas with MNDWI ≥ 0.05 and NDVI ≤ 0.2, are classified as alluvial deposits. The channel and alluvial deposit 

layers thus extracted are further enhanced by noise filtering. The planform, the total wetted area, and alluvial 
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deposits are assessed using the GEE geometric tools. The morphodynamic process of erosion and deposition 

is quantified by the analyzed alluvial depositions and the area of deposits therein.  

3. Results and Discussion

Mapping and analysis were carried out on a five-year interval, considering a minimum interval for the 

geomorphological change detection (Boothroyd et al., 2021b). Though the overall centerline and channel 

position remains more or less unaltered, the river stretch is found to have a gradual shift of its either bank. The 

shift in flow path may be attributed to the erosion-deposition processes as well as floodplain encroachment. 

The shift in the flow path can also be attributed to the alluvial deposits along the river as it flows through the 

city before joining the Bay of Bengal. The annual variation in the wet area and the alluvial deposits are shown 

in Figs. 1 and 2, respectively. There is a considerable increase in alluvial deposition, which may be one of the 

causative factors for the observed widening of the river. The deposition is found to be more towards the river 

mouth, where it joins the Bay of Bengal, which may be due to the deposition of transported sediment from 

upstream to the low-velocity region of the river mouth. In addition, storm surges bring sediments to the Adyar 

estuary. This creates an adverse impact during the flood events resulting in a larger overflow in the regions, 

with an additional tidal effect.  

Fig. 1. Net wetted area Fig. 2. Area of alluvial deposits along the flow path 

4. Conclusions

Though there is a gradual shift in the flow path of the river, the centerline of the river system is overall stable, 

with a considerable increase in the extent of alluvial deposition along the flow channel, primarily towards the 

river mouth. Thus, there is a high requirement for sediment removal and proper maintenance of the river 

channel to ensure better flow, low sedimentation, and hence reduced damages during future flood events. The 

morphological pattern over three decades evaluated in this study can be used in a long-term morphological 

numerical model study to regain the health of the Adyar River.  
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ABSTRACT 

In this paper, we model and quantify in forecast mode the soil erosion and sediment yields during one of the 

most destructive flash floods in recent Greek history. The extreme event known as the flash flood of Mandra 

occurred in the morning hours of November 15th, 2017, with 300 mm of rainfall falling in approximately 13 

hours and an estimated return period between 200 and 500 years (Diakakis et al., 2020). According to the 

calculations, during the event of Mandra, 2,195 tons and 1,435 tons of sediment were transported to the stream 

networks of the two under-study torrent basins. 

1. Study area

The geographic position of the Soures and Agia Aikaterini Torrent basins is in western Attica, located between 

38° 3' 14" N and 38° 7' 19" N latitudes and 23° 22' 59" E and 23° 29' 10" E longitudes. The Soures and Agia 

Aikaterini basins cover areas of 18.8 km2 and 17.4 km2, with altitudes in the range 122-842 m, and are covered 

mostly by forests and semi-natural areas while agricultural areas and artificial surfaces cover smaller fractions. 

2. Methods–Results

Gridded land cover data, 5 m resolution DEM, and 250 m resolution soil maps were used to assess the soil 

erosion and sediment yields during the flash flood of Mandra based on the runoff forecasts. 

2.1. Hydrometeorological forecasting 

The Chemical Hydrological Atmospheric Ocean wave System (CHAOS) was selected as a “state-of-the-art” 

multi-scale forecasting system capable of providing reliable forecasts even for flash flood events (Varlas et al., 

2019). Precipitation fields were estimated by means of the meteorological component (WRF-ARW v4.2) of 

CHAOS. Runoff fields were estimated by the hydrological component (WRF-Hydro v5.1.1) of CHAOS which 

is a fully distributed hydrological model. Ultimately, 5-min precipitation forecasts and 5-min and 1-hr surface 

runoff forecasts were produced at a 250 m grid spacing to forecast soil erosion and sediment yields for a 24-

hr duration, from 14 to 15 November 2017 at 12:00 UTC, covering the entire period of the flash flood event. 

2.2. Soil erosion and sediment yield forecasting 

On the basis of the gridded surface runoff forecasts, sediment yields were simulated by means of the Modified 

Universal Soil Loss Equation (MUSLE) (Williams, 1975). 

=      f CFRGSY R K L S C P F (1) 

( )
0.56

11.8=  f pR Q q (2) 

where Rf – runoff erosivity factor, K – soil erodibility factor [t h MJ-1 mm-1], L – slope length factor, S – slope 

steepness factor, C – cover and management factor, P – support practice factor, FCFRG – coarse fragment factor, 

Q – runoff volume per unit of time [m3], qp – peak flow rate [m3 s-1]. A detailed calculation of the MUSLE 

factors in Eq. (1) can be found in Kaffas et al. (2021). 
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Cinnirella et al. (1998) present a variation of MUSLE more relevant to soil erosion: 

( )
0.560.8776

p CFRG

w

SY Q q K L S C P F
A

=         (3) 

where Aw – the area [ha]. Soil erosion and sediment yields were calculated at 5 m resolution and an hourly time 

step, by means of Eqs. (3) and (1), respectively (Figs. 1, 2). 

Fig. 1. Hourly soil erosion forecast for the entire event in Soures and Agia Aikaterini basins. 

 Fig. 2. Total rainfall, surface runoff and sediment yield in Soures and Agia Aikaterini basins. 
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ABSTRACT 

This study investigates the effect of bed load transport on the equivalent roughness of a flow. To do so, a series 

of aggradation experiments with supercritical flow are performed in a laboratory channel and corresponding 

numerical simulations are run. Matching the experimental and numerical profiles, calibrated values are 

obtained for the Manning coefficient and a bed load factor. The calibrated Manning coefficient is larger than 

that estimated in preliminary experiments without sediment transport.  

1. Introduction

Several literature studies have debated on if and how the presence of bed load transport can alter the flow 

resistance expressed, for example, in terms of a Manning coefficient. Some scholars argued that the flow 

resistance over a mobile bed with sediment transport is higher than that in clear water flows over a fixed bed 

(Calomino et al., 2004; Gaudio et al., 2011). Contrarily, others observed the bed load transport reducing the 

flow resistance. For example, Nikora and Goring (2000) reported that a weak gravel transport as bed load 

could determine an increase of the streamwise velocity.  

The aim of the present study is to contribute to the issue investigating how an equivalent Manning coefficient 

could best return the bed and water profiles measured during a series of aggradation experiments in 

supercritical conditions. The experiments have been reproduced in numerical simulations calibrating the 

Manning coefficient and a bed load factor. It is shown that the calibrated Manning coefficient changed due to 

the presence of sediment transport in the flow. 

2. Laboratory facility and measurement methods

The aggradation experiments were conducted at the Mountain Hydraulics Laboratory of the Politecnico di 

Milano (Lecco campus), using a rectangular flume with a length of 5.2 m, width of 0.3 m, and height of 0.45 m. 

The flume walls are made of plexiglas to ensure visibility of the ongoing processes. An erodible channel bed 

is 15 cm thick and is made of Polyvinyl Chloride (PVC) sediment particles with a density of 1,443 kg m-3 and 

a size of 3.8 mm. A sediment feeding system is employed at the upstream end of the channel. 

The measurements are taken by image processing, using video shots acquired during the aggradation 

experiments by several cameras. One of these cameras takes videos of the sediment feeder and the sediment 

feeding rate is measured by determining the velocity of the fed sediment by Particle Image Velocimetry and 

converting it into a sediment rate by a transfer function (Radice and Zanchi, 2018). Two cameras take videos 

of the flume from the side, based on which the bed and water elevation profiles are measured during an 

experiment (this method was introduced by Radice and Zanchi, 2018, and later amended by Eslami et al., 

2021). The bed surface is located at the border between the still sediment and the bed load layer. 

The sediment transport capacity Qs0 of the flow has been determined in preliminary experiments where the 

sediment feeding rate was adjusted to induce neither aggradation nor degradation in the channel. The sediment 

transport capacity has been also computed by imposing a mass balance of sediment during aggradation 

experiments, returning values generally in agreement with those of the preliminary runs.  

3. Numerical analysis

The laboratory results of the present experimental campaign have been reproduced using the BASEMENT 

software developed at the ETH Zürich. Applied boundary conditions were: a constant flow rate and sediment 

feeding rate at the inlet, and a fixed bed elevation at the outlet. The sediment transport capacity was computed 

with the Meyer-Peter and Müller equation, but applying a bed load factor (MPM) for a better calibration of the 

transport formula. The Manning coefficient was also calibrated to obtain profiles of the bed and water elevation 

matching those measured during the experiments.  
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4. Results and discussion

Table 1 lists the properties of the aggradation experiments. The experiments have been performed changing 

the run time (T), flow rate (Q) and sediment feeding rate (Qs,in). The ratio of the latter to the initial sediment 

transport capacity of the channel is a loading ratio (Lr). The Qs0 is the same for experiments with the same 

flow rate and is computed as the average of the determinations for each run. The table reports also the calibrated 

parameters of the numerical models. Figure 1 shows an example of the comparison between experimental and 

numerical results after calibration. 

Table 1. Properties of the experimental runs and corresponding numerical simulations 

Experiment 
T 

[s] 

Q 

[m3 s-1] 

Qs,in 

[m3 s-1] 

Qs0 

[m3 s-1] 
Lr 

Calibrated bed load 

factor, 𝛼𝑀𝑃𝑀

Calibrated Manning 

coefficient  

[s m-1/3] 

AE1 490 0.005 1.42×10-4 8.3×10-5 1.71 1.05 0.022 

AE2 560 0.005 1.01×10-4 8.3×10-5 1.21 1.10 0.022 

AE3 340 0.005 2.43×10-4 8.3×10-5 2.92 1.20 0.020 

AE4 259 0.007 2.28×10-4 1.3×10-4 1.75 1.70 0.016 

AE5 364 0.007 1.43×10-4 1.3×10-4 1.10 1.70 0.016 

AE6 233 0.007 2.55×10-4 1.3×10-4 1.96 1.75 0.017 

Fig.1. Comparison between spatial evolution profiles of bed and water obtained from calibrated numerical model and experimental work at 

selected time t = 220 s for experiment AE4. 

The experiments constitute two homogeneous series with the same Q, Qs0, and calibrated parameters of the 

numerical simulations. For Q = 0.005 m3 s-1 we have obtained a bed load factor around 1.1 and a Manning 

coefficient around 0.021 s m-1/3, while for the experiments with Q = 0.007 m3 s-1 the calibrated bed load factor 

and Manning coefficient were around 1.7 and around 0.0165 s m-1/3, respectively. For comparison, the Manning 

coefficient of the sediment particles, determined during preliminary runs without sediment transport by Zanchi 

and Radice (2021), equals 0.015 s m-1/3. Zanchi and Radice (2021) derived this coefficient with the clear water 

flow over a fixed bed and also with the movable bed, but sediment transport was not occurring due to the low 

water discharge. Thus, in this study with relatively high sediment transport the calibrated values of the 

Manning coefficient were higher than those estimated for the preliminary runs without sediment transport. 

Furthermore, by comparing the calibrated Manning coefficient of the experiments with Q = 0.005 m3 s-1 and 

of those with Q = 0.007 m3 s-1, one can recognize that the required Manning coefficient for the experiments 

with higher water discharge is significantly lower than that corresponding to the experiments with lower water 

discharges. Vice versa, for the experiments with lower water discharge, the calibrated bed load factor is notably 

lower than that related to the experiments with higher water discharge. 
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ABSTRACT 

This work is a continuation of works by Goda et al. (2007) and Tamás et al. (2021) that were prompted by the 

drying of floodplains and problems in the water supply of irrigation and drainage canal networks in the whole 

middle Danube region. Previous works focused on hydrology and showed a constant lowering of water levels, 

which indicated the deepening of the riverbed. In the present study, the relationship between indicators of 

morphological changes and the decrease in low water levels at Gauging Stations (GS) is sought. At this stage, 

results confirm a continuous deepening of the riverbed. Despite small correlation coefficient values between 

low water levels (Zmin) and percentage increase in the cross-sectional areas in the sand bed part of the 

investigated reach, the linear decreasing trend in Zmin is evident. 

1. Morphological data

The datasets for this study were provided by the Directorate for Inland Waterways in Serbia and the Lower 

Danube-valley Water Authority in Hungary. These include cross-sectional data either of the regularly 

surveyed, inventory cross-sections of the two authorities or at GSs’ locations along the 300 km long reach 

from river km (rkm) 1560 (Dunaföldvár, Hungary) to rkm 1255 (Novi Sad, Serbia). In 60 years, there are seven 

comparable bathymetric surveys for both countries. The data from older surveys were available only in the 

paper as either depth maps or cross-sections, so they were digitized. In the case of depth maps, cross-sections 

were extracted after the digitization of the map. In newer surveys, cross-sections were recorded digitally, using 

an echo sounder synchronized in operation with an RTK GPS. 

After the conformance of the datums in the two countries, the cross-sections were plotted in AutoCAD software. 

To provide a common ground for comparisons along the investigated reach, a reference water level was adopted. 

Étiage Navigable (EN), defined by the Danube Commission in 2012 for each GS, was increased by 2 m. Such a 

choice of the reference water level is based on visual observations of each cross-section, and it is justified by the 

fact that this water level (EN + 2 m) is close to bank full level but remains within the main channel. A cross-

sectional area below EN + 2 m was then chosen as a starting point for the analysis of the riverbed incision.  

2. Results

The evolution of the two chosen cross-sections is presented in Fig.1. The incision may be due to a negative sediment 

balance caused by river regulation works with cutoffs at the end of the 19th century, extensive dredging in the 20th 

century and the construction of several Hydro Power Plants in the upstream reaches (Habersack et al. 2019). 

Figure 2 shows the percentages of cross-sectional area changes and the correlation between these changes and 

the minimum water levels at GSs along the Middle Danube River reach. It is readily noticeable that the cross-

sectional areas are constantly increasing (Figs. 2a, b). This increase correlates to the decrease in minimum 

water levels at each GS (Figs. 2c, d). The percentage increase in the cross-sectional area, when compared to 

the first survey, changes at the rate of 1.6% yearly at the upstream end of the reach to 0.16% yearly at the 

downstream end (Table 1). The linear decreasing trend in Zmin is evident from Figs. 2c, d. 
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Fig. 1. Cross-sections evolution at a) GS Paks and b) GS Bezdan; at GS Paks bathymetric data are available from 1975 and  

for GS Bezdan from 1964. 

Fig. 2. Percentages of cross-sectional area changes a) and b) with reference to the initial survey (AY /Aref – 100) and the correlation of minimum 

water levels and percentages of cross-sectional area changes c) and d) at gauging stations in the Middle Danube River reach. AY is the cross-

sectional area in any year, A1975 and A1964 are reference cross-sectional areas (Aref ) for the first survey in Hungary and Serbia, respectively. 

Table 1. Rates of increase in the cross-sectional area with reference to the first survey AY / Aref – 100 = aYear - b, 

reference years (ref) are 1975 for GSs in Hungary and 1964 for GSs in Serbia 

Name of GS and river km a b Name of GS and river km a b 

Dunaföldvár, rkm 1560.60 1.62 3239.6 Bezdan, rkm 1425.59 0.59 1172.1 

Paks, rkm 1531.30 1.10 2149.8 Bogojevo, rkm 1367.25 0.27 526.51 

Baja, rkm 1478.70 0.08 152.36 Bačka Palanka, rkm 1298.56 0.17 339.07 

Mohács, rkm 1446.90 0.24 489.29 Novi Sad, rkm 1254.98 0.16 323.13 

3. Conclusions

With the present study of the morphological changes in the middle Danube, the incision along the entire reach 

is proven by the increase in cross-section areas. The rate of change of the cross-sectional area decreases going 

downstream, which corresponds to the findings for the water level decrease in Tamás et al. (2021).  
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ABSTRACT 

Sediment transport and stream discharge are two of the natural procedures which affect the 

hydromorphological profile of a watercourse. Measurements of water discharge, bed load transport rate and 

suspended sediment concentration were conducted in Kosynthos River and Kimmeria Torrent in north-eastern 

Greece. The total sediment concentration was calculated, in both streams, by means of the formulas of Yang, 

after calibrating the coefficients of the formulas. The comparison between the calculated and measured total 

sediment concentrations was achieved by means of several statistical criteria. The results indicate that the 

modified formulas of Yang can be successfully used for the determination of the total sediment concentration 

in Kosynthos River and Kimmeria Torrent. 

1. Introduction

Regression analysis has been extensively employed in literature to either derive sediment 

transport/concentration equations as a function of hydraulic or hydrometeorological parameters or to adjust 

existing well-known sediment transport models to environments with specific features different from the ones 

they were created for (Avgeris et al., 2020). Moreover, sediment monitoring stations are very sparse, and hence 

the bulk of streams worldwide remains ungauged. In addition, the estimation of sediment discharge by 

conventional measurement methods is expensive and labor intensive, and therefore, alternative, less expensive 

approaches are sought (Kaffas and Hrissanthou, 2019). The objective of this study is to redetermine the 

arithmetic coefficients of the total sediment transport rate formulas of Yang based on field data of Kosynthos 

River (41° 08’ 38.2” N, 24° 53’ 26.9” E) and Kimmeria Torrent (41° 08’ 50.8” N, 24° 56’ 17.5” E). This was 

achieved by means of multiple regression analysis, and the modified equations provided substantially more 

accurate calculations of sediment concentration in these streams. The efficiency of the methods was evaluated 

by comparison between calculated and measured total sediment concentration. 

2. Materials and methods

A total of 84 datasets of measured stream flow rate, flow depth, bed load transport rate, suspended load 

transport rate, and median particle diameter was available. The cross-sectional geometry was determined, as 

well, for every set of measurements. The total measured sediment concentration was derived as a summation 

of the measured bed load and suspended load transport rates. The total sediment concentration was also 

calculated by means of four different ways, Yang’s original formulas of 1973 and 1979 for total sediment 

concentration and two counterparts of those formulas with calibrated coefficients by means of multiple 

regression based on the field measurements.  

In 1973, Yang derived a formula for the total sediment transport in rivers and streams by applying a multiple 

regression analysis for 463 sets of data in laboratory flumes [Eq. (1)]. In 1979, Yang concluded that the critical 

unit stream power term in Eq. (1) can be neglected without causing much error when the measured sediment 

concentration is greater than 20 ppm. The latter Yang formula was developed based on 1259 sets of laboratory 

and field data [Eq. (2)]. 
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u∗

w
) log (

us

w
−

ucrs

w
) (1) 

logc𝐹= 5.165 − 0.153log
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where cF is the total sediment concentration (ppm by weight); w is the terminal fall velocity of the sediment 

particles [m s−1]; D50 is the median particle diameter [m]; ν is the kinematic viscosity of water [m2 s−1]; s is the 

energy slope; u is the mean flow velocity [m s−1]; ucr is the critical mean flow velocity [m s−1]; and u* is the 

shear velocity [m s−1]. The product u s is characterized as unit stream power. 

On the basis of Kosynthos River data, the arithmetic coefficients of the original formulas of Yang are 

modified, respectively, as follows: 
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The corresponding modified formulas of Yang for the Kimmeria Torrent data can be seen in Eqs. (5) and (6): 
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u∗

w
− (0.436 − 0.297log

wD50

v
− 1.287log

u∗

w
) log (

us

w
−

ucrs

w
) (5) 

logc𝐹= 0.179 + 1.551log
wD50

𝑣
+ 3.830log

𝑢∗

𝑤
− (1.042 − 0.693log

wD50

𝑣
− 2.096log

𝑢∗

𝑤
) log (

us

𝑤
) (6)

In concrete terms, the new arithmetic coefficients of Eqs. (3)–(6) were determined by means of the 

conventional least squares regression. 

3. Results and concluding remarks

The comparison between calculated and measured total sediment concentration was made on the basis of the 

following statistical criteria: Mean Relative Error (MRE), Nash-Sutcliffe Efficiency (NSE) (Nash and 

Sutcliffe, 1970), linear correlation coefficient r, determination coefficient R2 and discrepancy ratio. In this 

case, the discrepancy ratio represents the percentage of the calculated total sediment concentration values that 

lie between the quadruple and the one quarter of the corresponding measured total sediment concentration 

values. The values of the mentioned statistical criteria are displayed in Tables 1 and 2. 
Table 1. Statistical criteria of Yang’s original and calibrated formulas for Kosynthos River 

Paired Values MRE (%) NSE r R2 Discrepancy Ratio 

Original 1973 62 -1226.540 -83.404 0.317 0.101 0.226 

Calibrated 1973 62 -37.293 0.521 0.766 0.587 0.968 

Original 1979 62 -1577.191 -66.701 0.306 0.094 0.177 

Calibrated 1979 62 -38.302 0.522 0.776 0.602 0.887 

Table 2. Statistical criteria of Yang’s original and calibrated formulas for Kimmeria Torrent 

Paired Values MRE (%) NSE r R2 Discrepancy Ratio 

Original 1973 22 -298.247 -3.248 -0.244 0.059 0.500 

Calibrated 1973 22 -14.884 -0.114 0.069 0.005 0.909 

Original 1979 22 -307.673 -3.247 -0.239 0.057 0.636 

Calibrated 1979 22 -15.268 -0.132 0.006 0.000 0.909 

The statistical criteria of both calibrated Yang’s formulas are improved in comparison to those of Yang’s 

original formulas. Specifically, the MRE displays a notable decrease, whilst the NSE –especially for Kosynthos 

River– is significantly improved. The linear correlation coefficient, r, and the determination coefficient, R2, 

tend to the optimal values, for Kosynthos River. The calibrated 1973 Yang’s formula outperforms the 

calibrated 1979 Yang’s formula for both Kosynthos River and Kimmeria Torrent. Overall, the results can be 

considered satisfactory for the case of Kosynthos River, while for Kimmeria Torrent more data should be taken 

into account. On the basis of a sufficient dataset that covers all flow conditions, regression analysis could 

effectively remedy the lack of sediment data. 
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ABSTRACT 

Most well-known sediment transport formulas have been derived using specific field or laboratory data, and 

this hinders their applicability worldwide. Indeed, the success of some of the top-used sediment transport 

formulas, in certain applications, is comparable only with their failure in others. The adaptation of established 

formulas to specific data of rivers and streams is a viable solution to this problem, as shown by the authors 

with respect to the Meyer- Peter and Müller formula (Sidiropoulos et al., 2021). In this study, we modify the 

widely used Engelund and Hansen (E-H, 1967) sediment transport formula and calibrate it on the basis of 

measured data from Nestos River in north-eastern Greece.  

1. Study area

The Greek part of Nestos River basin (Fig. 1, north-eastern Greece) drains an area of approximately 2000 km2 

and encompasses the largest cobblestone dam of Greece and the Balkans (Thisavros hydropower dam) with 

capacity 90·106 m3. The greatest part (82%) of the basin is mountainous and is covered mainly by forested and 

bushy areas. Agricultural and animal farming activities take place near Paranesti, Stavroupoli and Paschalia, 

the main villages in the area, but in general no intense human activities take place. The mean slope of Nestos 

River in the basin is 0.35% (Boskidis et al., 2011; Kaffas et al., 2018). 

Fig. 1. Nestos River basin (the red-filled circle marks the location of total load measurements) (Sidiropoulos et al., 2021). 

2. Data–Methods–Results

Measurements were conducted at a location between the outlet of Nestos River basin (Toxotes) and the river 

delta by the Section of Hydraulic Engineering, Department of Civil Engineering, Democritus University of 

Thrace. A total of 109 datasets of measured streamflow velocity, bed load and suspended load transport rate, 
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median particle diameter, and cross-sectional geometry were used. The total sediment discharge was 

determined as a sum of the measured bed load and suspended load transport rates. 

2.1. Calculation of total sediment discharge and optimization of E-H formula 

The total sediment discharge was calculated, by means of the Engelund and Hansen (1967) formulas by 

applying two different forms, the original equations and an optimized one. The measured data consist of: (a) 

the geometric characteristics of the stream (width, slope); (b) the median diameter of sediment particles; (c) 

the hydraulic characteristics of the stream (depth, mean flow velocity). In the E-H formulas, the total sediment 

transport is calculated in terms of unitless values using Eq. (1): 

𝑓𝐸𝐻 ⋅ 𝛷 = 𝛼 ⋅ 𝜃𝛽 (1) 

𝛷 =
𝑚𝐹

𝜌𝐹√𝜌′⋅ 𝑔⋅𝑑3
(2) 

where 𝑓𝐸𝐻 – dimensionless friction factor, Φ – dimensionless total sediment discharge, θ dimensionless bed

shear stress, 𝛼 = 0.1 and 𝛽 = 5/2, mF – total sediment discharge [kg s-1 m-1], 𝜌𝐹 – sediment density [kg m-3],

𝜌′ – relative submerged specific gravity of sediment (1.65), g – acceleration due to gravity [m s-2], d – median

particle diameter [m]. 

Parameters 𝛼 and 𝛽 in Eq. (1) were obtained by Engelund and Hansen (1967) using a set of data coming from 

flume experiments. 

The dimensionless bed shear stress, θ, is derived as follows: 

𝜃 =
𝜏𝜊

𝜌𝑤⋅𝑔⋅𝜌′⋅𝑑
=

ℎ⋅𝐼

𝜌′⋅𝑑
, (as 𝜏𝜊 ≈ 𝜌𝑤 ⋅ 𝑔 ⋅ ℎ ⋅ 𝐼) (3) 

where το – total bed shear stress [N m-2], h – mean flow depth [m], 𝐼 – bed slope (for uniform flow). In Eq. (3), 

the flow depth, h, replaces the hydraulic radius, when the flow width of the considered cross-section is much 

greater than h.  

Finally, the dimensionless friction factor is computed using Eq. (4): 

𝑓𝐸𝐻 =
2⋅𝐼

𝐹𝑟2 =
2⋅𝑔⋅ℎ⋅𝐼

𝑢𝑚
2 , (as 𝐹𝑟2 =

𝑢𝑚
2

𝑔⋅ℎ
 for rectangular cross-section) (4) 

where Fr – Froude number, um – mean flow velocity [m s-1]. 

In this work, 𝛼 and 𝛽 from Eq. (1) were treated as parameters of adjustment through the minimization of the 

root mean squared error, between computed and measured values of total sediment discharge, by means of the 

L-BFGS algorithm (Byrd et al., 1995):

RMSE =  √
1

𝑛
∑ (𝑚𝐹,𝑖 ̂ − 𝑚𝐹,𝑖 )

𝑛
𝑖=1

2
(5) 

where 𝑛 – number of data points, 𝑚𝐹,𝑖 ̂ – estimated total sediment discharge by means of the E-H formulas,

𝑚𝐹,𝑖  – measured total sediment discharge, for 𝑖 = 1,2, … , 𝑛.

The results indicate that the calculated values from the optimized equation were more accurate by 32%, in 

terms of the RMSE error metric [0.58 kg s-1 m-1 to 0.40 kg s-1 m-1]. The corresponding discrepancy ratios, using 

as margins the quadruple and the one quarter of the corresponding measured total sediment discharge, are 53% 

and 67%. The optimal parameters were found to be 𝛼 = 0.03 and 𝛽 = 1.74. A source of error lies in the fact 

that the E-H original formulas were based on experimental data from flumes and not on data from natural 

streams, as are the data used in this study, hence the need for adjusting the formula. The results are deemed 

satisfactory and highlight the need for further research regarding optimization techniques for the E-H formula. 
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1. Introduction

The annual loads of gravel, sand and silt are important indicators to explain and simulate morphological 

processes in a river and assess the response to anthropogenic measures and as such crucial for sustainable 

management of river systems. For the Meuse catchment, the sediment balance is not well known yet. An 

important question is what the actual loads of alluvial sediment in the river system are. Observed sediment 

yields are only available for part of the Meuse catchment, requiring an alternative approach to assess erosion, 

deposition and transport for the complete system: the use of models. However, modelling concepts that are 

distributed, applicable for short- and long-term simulations, and that distinguish between different types of 

sediment, are sparse. 

WFLOW-SEDIMENT is a new physically based sediment dynamics model, simulating the sediment yield 

based on the distributed hydrological model WFLOW (Boisgontier and van Gils, 2020). Furthermore, 

WFLOW-SEDIMENT categorizes the sediment yield into different sediment classes. The model has already 

been proven useful in similar studies to assess a sediment budget in Europe (Rhine and Seine basins 

(Boisgontier and van Gils, 2020)) and Japan (Tenryuu basin, Boisgontier and Giri, 2021)). For the Meuse 

catchment, a calibrated hydrological WFLOW model exists up to the city of Mook in the Netherlands (Fig. 1). 

The main objective of this study is to construct, calibrate and apply the WFLOW-SEDIMENT model of the 

Meuse catchment for the last 25 years, and assess the sensitivity of the calculated sediment yield of sub-

catchments for parameter settings. 

2. Study area

The Meuse River is a rain-fed river with a catchment area of around 33,000 km2 in France, Germany, 

Luxembourg, Belgium and the Netherlands. The catchment can be subdivided into three major geological 

zones: i) the Lotharingian Meuse, mainly consisting of sedimentary Mesozoic rocks, ii) the Ardennes Meuse, 

where the river crosses the Paleozoic rock of the Ardennes Massif, and iii) the lower reaches of the Meuse, 

formed by Cenozoic unconsolidated sedimentary rocks. For the vegetation cover of the catchment upstream of 

the Belgium/Dutch border, Corine data indicates about 34% to be agricultural land, 20% pasture, 35% forested, 

and 9% built-up area. In this study, we address the hydrology and sediment yield of the Meuse catchment up 

to the city of Mook in the Netherlands (Fig. 1).  

3. Approach

WFLOW-SBM is an open access, physically based, distributed hydrological model. A general advantage of 

the WFLOW modelling framework is that while calculations are made on a high resolution, computational 

power is largely reduced by the usage of global parameter approximation (parameter estimations based on 

transfer functions). Recently, the WFLOW-SEDIMENT module was developed. This module calculates soil 

erosion, delivery to the stream, and transport and deposition on a catchment scale using the results of the 

WFLOW-SBM (Boisgontier and van Gils, 2020). 

Erosion of sediment in the catchment is governed by rainfall (splash) erosion, overland flow erosion and the 

sediment transport capacity. For splash erosion, the concepts of EUROSEM (a more physics-based approach 

using the kinetic energy of the rain drops impacting the soil (Morgan et al., 1998)), or ANSWERS (a more 

empirical using parameters from the USLE model (Beasley et al., 1991)) can be chosen in WFLOW-

SEDIMENT. For overland flow erosion, the concepts of ANSWERS are used, and the overland transport 

capacity is calculated by the Yalin transport equation which allocates transport capacity to each of the particle 
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classes considered (Foster et al., 1980). The sediment load is calculated on fine temporal and spatial scale 

(daily, 1x1km grid) for five sediment classes: clay, silt, sand, small and large aggregates. 

Fig. 1. Meuse catchment up to the city of Mook in the Netherlands. 

We perform a global sensitivity analysis to identify the governing parameters for calibration. The most 

sensitive parameters will be calibrated using data sets of observed sediment yield from the tributaries in the 

Ardennes in Belgium (van Campenhout et al., 2022). The extreme July 2021 flood will serve as a case study, 

for which gravel transport estimates are available. The performance of the sediment model will also be linked 

to the performance of the hydrological model. The calibrated model is then applied for the whole Meuse 

catchment. For the French tributaries, the results are compared to recent estimates of the sediment yield based 

on USLE. For the Dutch part, no estimates of the sediment yield are available yet. Finally, a local sensitivity 

analysis at sub-catchment scale is performed to validate the results. 

4. Results

Preliminary results show that the hydrological model is well calibrated and provides sound input to the 

sediment module (Boisgontier and van Gils, 2020). WFLOW-SEDIMENT does simulate the sediment yield 

of the five sediment classes and the first simulations with WFLOW-SEDIMENT provide sediment estimates 

for the Ardennes which seem in line with observations. Although no observation data are available for France 

and the Netherlands, the method and model applied provide valuable input to the improvement of the sediment 

balance for the Meuse River and relative importance of the sub-catchments. 
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ABSTRACT 

Suspended sediment transport can have significant effects on river morphology and thus needs to be considered 

in river restoration and flood protection projects. Herein, we present a case study where a 2D depth-averaged 

numerical model, including a turbulence model and shear stress partitioning was used to simulate suspended 

sediment deposition in the Alpine Rhine. The calibrated model was used to estimate changes in sediment 

transport dynamics for a significant river widening which is currently planned as part of a restoration project.  

1. Introduction

Suspended sediment load often constitutes the main part of the overall sediment load in a river and can have 

significant effects on river morphology. In the case of the Alpine Rhine, i.e., the part of the Rhine River 

upstream of Lake Constance, the mean annual suspended sediment load is 1.8 106 t. The main part of the fine 

sediment is deposited at the river mouth in Lake Constance. However, part of the suspended load also deposits 

on the floodplains, requiring frequent removal to maintain flow conveyance. A major river restoration project 

is currently planned for the Alpine Rhine to improve river ecology and increase flood safety considering an 

updated hydrology. Therefore, the width of the main channel will be increased from ca. 80 m today to up to 

380 m in the future. This will have a significant effect on the remaining floodplains and the implications on 

suspended sediment transport were studied herein. The main objective was to determine the change of 

suspended sediment deposition on the floodplains and to check its effect on flood safety.  

2. Numerical model

The simulations were performed with the BASEMENT software, which is developed by VAW, ETH Zurich 

and is freely available (https://basement.ethz.ch). Herein, the version 3.2 was used. The main features are 

described below, for more details see Vetsch et al. (2020) and Vanzo et al. (2021). 

The 2D shallow-water equations were extended with a depth-averaged eddy viscosity model to account for the 

effect of turbulent shear stresses. The kinematic eddy viscosity was computed with a depth-averaged k-ε 

turbulence model (Cea et al., 2007). A logarithmic flow resistance law was used as closure relation for the 

shallow-water equations. To account for macro roughness (e.g., riprap bank protection), the total shear stress 

was partitioned into skin friction and form-induced shear stress based on the user specified equivalent sand 

roughness values for total (ks,t) and grain (i.e., skin) roughness. The effect of vegetation growth was considered 

based on the approach of Caponi et al. (2021). 

The sediment transport model comprises a bed load and a suspended load transport model. The former 

considers lateral slope effect (Talmon et al. 1995), curvature effect (Engelund, 1974), and gravitational slope 

collapse (Vetsch et al. 2020). For the present case, the bedload transport equation of Wong and Parker (2006) 

was applied. As the focus was on suspended load, the bedload models were used with their default coefficients. 

Suspended sediment transport was modelled with a depth-averaged advection diffusion equation. The 

turbulence model allowed expressing the mass diffusivity as a function of the turbulent kinematic viscosity 

through the Schmidt number. Entrainment and deposition were expressed with a source term S = w(Ce-Cd), 

with w = settling velocity after Van Rijn (1984), Ce = equilibrium concentration (Van Rijn, 1984), 

Cd = deposition concentration following the shear stress-based formulation of Xu (1998).  

The sediment transport was simulated on a fixed initial bed and without bedload transport of the coarse gravel 

fraction. The morphology for the widened state was taken from physical model tests and the boundary 

conditions originated from a gauging station downstream of the model perimeter. The ks,t values were 

calibrated to match the rating curve of the gauging station. A uniform grain size (d) was used in the model 

with 50 μm ≤ d ≤ 150 μm determined from volume samples. 
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3. Results and Conclusion

In a preliminary step, the mesh sensitivity was studied, revealing that cell areas of ~2 m2 were needed to 

adequately resolve the shear zone induced by the inner levees. Then the model was calibrated for the current 

situation with a compound channel using photographs and satellite imagery of a 10-year flood in 2016. The 

existing geometry is challenging as it includes inner and outer levees as well as significant roughness variations 

within a cross-section. Nevertheless, the calibrated model was able to qualitatively reproduce the relevant 

deposition processes. The simulated deposition heights on the floodplains were in rough agreement with 

available data. A more detailed calibration was limited by available data quality. A sensitivity analysis revealed 

that the grain size diameter, the critical dimensionless shear stress for entrainment, and the skin roughness 

coefficient were the most sensitive parameters controlling the deposition pattern. The Schmidt number was 

insensitive, indicating that advective processes were dominant for this test case.  

The calibrated model predicted a significant increase in suspended sediment deposition for the planned 

widened state (Fig.1). This was mainly due to the lower flow depths and smaller shear stresses which is 

consistent with the model formulation. A large part of the depositions occurred on the floodplains as well as 

in groin fields and local depressions. To conclude, the model was able to realistically reproduce suspended 

sediment deposition in a complex river geometry with variable roughness. However, some model parameters 

require calibration and their general validity as well as effects of model limitation are subject to further studies. 

Fig. 1. Suspended sediment deposition after the simulated 2016 flood event (return period ≈ 10 a) for the planned widening. Background: 

orthoimage of current state (©swisstopo). 

The authors thank the International Rhine Regulation (Internationale Rheinregulierung, IRR) for mandating this study to VAW, ETH 

Zurich and providing data for model calibration.  
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ABSTRACT 

Measurements of dispersion coefficient within vegetation are essential for evaluating engineered vegetated 

treatment systems. This study presents a comparison of laboratory measurements of dispersion coefficient 

from three different cylinder arrays representing vegetation, each with different cylinder diameters. 

1. Introduction

While many sustainable treatment systems such as ponds and wetlands contain vegetation, the description in 

literature of the fundamental process of dispersion within vegetation, which is necessary for predicting water 

quality and hence treatment within these systems (Sonnenwald et al., 2017). Dispersion is the combined effects 

of turbulent diffusion, differential shear, flow path tortuosity, etc., acting to spread a pollutant. This is typically 

described by the Advection-Diffusion Equation (ADE), of which the routing solution to the one-dimensional 

longitudinal ADE is: 

𝑐(𝑥2, 𝑡) = ∫
𝑐(𝑥1, 𝜏)𝑈

√4𝜋𝐷𝑥𝑡̅
exp [−

𝑈2(𝑡̅ − 𝑡 + 𝜏)2

4𝐷𝑥𝑡̅
] d𝜏

∞

−∞

 (1) 

where c is the concentration at x1 and x2 the upstream and downstream measurement locations, t is time, U is 

velocity, Dx is longitudinal dispersion coefficient, 𝑡̅ = (𝑥2 − 𝑥1)/𝑈 is travel time, and τ is a dummy variable

of integration (Fischer et al., 1979). 

The difficulty in describing dispersion in vegetation is due to the complex variation of vegetation 

characteristics. Vegetation may be rigid, flexible, submerged, emergent, leafy, woody, etc., all of which 

determine how it affects flow around it and vice versa (O’Hare, 2015; Nepf 2012). One particular complexity 

of real vegetation is its variation in stem diameter. Stovin et al., (2022) investigated dispersion in arrays with 

uniform and varying stem diameter and found no practical difference between the two. This study describes a 

small investigation into the effects of cylinder diameter on longitudinal dispersion to provide additional 

confidence in this result. 

2. Methodology

Sonnenwald et al. (2019) previously presented longitudinal dispersion coefficient in a random array of 8 mm 

diameter cylinders (solid volume fraction ϕ = 0.027). Complementary measurements of dispersion coefficient 

have been made in a similar 300 mm wide tilting Gunt flume for two additional cylinder configurations, one 

consisting of 4 mm diameter semi-rigid cylinders (ϕ = 0.007) and the second consisting of a 4, 8, 12, 15, and 

20 mm cylinder diameter distribution (ϕ = 0.046) with a mean of diameter 9.9 mm, as presented in Stovin et 

al. (2022). These two new vegetation configurations are shown in Fig. 1. 

Fig. 1. Photographs of the a) semi-rigid 4 mm and b) variable stem diameter cylinder arrays. 
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Rhodamine WT dye was injected at the flume inlet and measured at multiple downstream locations using 

Turner Designs Cyclops-7 fluorometers placed at mid-channel width and mid-flow depth. Flow depths were 

uniform and at least 15 cm. The recorded concentration data were pre-processed with a linear background 

subtraction and mass-balance was assumed as implied by Eq. (1). Least-squares optimization of Eq. (1) was 

carried out then to find the longitudinal dispersion coefficient and mean velocity between each pair of adjacent 

fluorometers. The measurements at each reach and flow rate were then averaged. 

3. Results

Initial results of this study are presented here. Although the semi-rigid vegetation was expected to bend in the 

direction of flow, it remained largely stationary with minor oscillations. It is therefore treated as rigid 

vegetation for convenience. Fig. 2 plots the optimized dispersion coefficients normalized by stem diameter 

and stem spacing. 

Figure 2a shows little variation with velocity Red > 100, agreeing with Sonnenwald et al. (2019). When 

normalized by diameter, the 4 and 8 mm vegetation show similar levels of dispersion. The dispersion observed 

for these two cases is higher than the variable diameter vegetation, which is consistent with the increased 

variability in longitudinal dispersion observed by Stovin et al. (2022) at ϕ ≲ 0.04. Dispersion within the 

variable diameter vegetation shows remarkably good agreement with the predictor fit by Stovin et al. (2022) 

to their results. 

Fig. 2. Optimized longitudinal dispersion coefficient Dx a) normalized by stem diameter and b) normalized by mean nearest neighbour stem-

spacing s, estimated from ϕ and d as described by Sonnenwald et al. (2019), compared to the Stovin et al. (2022) prediction of Dx/Us = 

1.04d/s. Error is of the order of the size of the symbols. 

Figure 2b plots dispersion coefficient as a function of d/s, another measure of vegetation density similar to 

solid volume fraction. (As a quick estimate, d/s ≈ 15ϕ.) In this context, the differences due to diameter are 

broadly smaller than those possible to be due to density, and thus these results provide some evidence in 

agreement with the conclusions of Stovin et al. (2022). 

The authors would like to draw the reader’s attention to two additional aspects of Fig. 2b. The use of d/s to 

represent vegetation density, as suggested by Stovin et al. (2022) and Tanino & Nepf (2008) for longitudinal 

and transverse dispersion respectively, is a more robust and appropriate scaling than ϕ for dispersion within 

cylinder arrays representing vegetation as it also considers the arrangement of the cylinders. Second, although 

real vegetation often occurs with densities of d/s > 2, the authors are aware of very few experimental results 

describing longitudinal dispersion coefficient in this region. Further studies within dense vegetation are 

desirable. 
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ABSTRACT 

This research presents the results of an experimental study of velocity statistics along the wakes of 2 cylinders 

in a sparse array, to simulate the stem-scale processes of vegetated flows, and their impact on mass and 

momentum transfer. The experimental plan was devised to revise the physical assumptions, regarding 

vegetated flow fields, that underpin current models for vegetated dispersion. Single- and multi-point velocity 

statistics were measured to study the turbulence structure of the flow and explore the existence and physics of 

coherent structures, which were found to be the features governing early-stage dispersion. The results of this 

study show that assumptions of linearity used to model the effects of obstructions on flow fields should be 

revised. Further, effects such as dissipation, shear and vorticity diffusion should be considered when using 

empirical assumptions to use Lagrangian-based theories of diffusion from Eulerian results.  

1. Introduction and Background

The preliminary results presented in Corredor-Garcia et al. (2020) showed how empirical estimations of 

dispersion, and the lateral extent of secondary wakes can be obtained from Eulerian 2-point statistics, using 

Taylor’s Theory of Diffusion and relevant empirical assumptions (Taylor, 1935a; 1935b). This study expands 

from this particular case to study the wider implications of using Eulerian Statistics to compute Lagrangian 

quantities, the analytical limitations and necessary conditions to undertake such transformation (Lumley, 1962; 

Philip, 1967), and the consequences on the mean velocity field and turbulence structure. 

Mass and momentum transfer within cylinder arrays are governed by the interactions between cylinder wakes. 

This has effects on turbulence through drag, coherence structures, dissipation and vortex diffusion (i.e. 

transition to three-dimensionality); and on the mean velocity field. Previous studies have evaluated interactions 

at the near wake level, particularly regarding changes in shedding frequency, flow resistance and vortex size 

(Sumner, 2010). This paper is the first attempt at extending the study of interactions between array elements 

at the far wake scale, which are the regions responsible for most of the mass and momentum transfer. Results 

from this investigation are useful to evaluate current assumptions for vegetated dispersion models, particularly 

linearity. Further, a detailed analysis of far-wake interactions will provide the necessary physical information 

to successfully apply Taylor’s Theory of Diffusion to develop process-based modes for dispersion. 

2. Methodology

To characterise the velocity information along representative sections between two cylinders, ADV 

measurements were obtained along axes within the test section shown in Fig. 1a, located in the central section 

of a 300 mm wide flume, along the wakes of two adjacent 20 mm-diameter cylinders. Mean velocities, 

turbulence and single-point correlation functions, 𝑅𝑦𝑦(𝜏), were measured using a mobile, down-looking probe

to avoid interferences with each measurement volume. Two-point correlations, 𝑅𝑦𝑦(𝜉), were obtained by

locating a reference, fixed, side-looking probe at points B0 and A1’ (Fig. 1b), to avoid physical interference.   

The location of the reference points was defined to focus on the secondary wake, i.e. the onset of vortex 

shedding. To analyse the behaviour of the wakes, and their interactions at different shedding regimes, two flow 

rates were tested, defined by the cylinder Reynolds numbers 𝑅𝑒𝑑 = 250 and 𝑅𝑒𝑑 = 1100. All points defining

the axes in Fig. 1a have a separation of 5 mm. 
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Fig. 1. (a) Detailed scheme of the test section, measurement axes and location of reference probes. (b) Physical configuration of the ADV 

probes for simultaneous measurements of velocities. 

3. Results and Discussion

Mean velocity measurements over the measurement sections show that in random arrays, wakes tend to 

deform, create preferential pathways and enhance dissipation due to shear. Further, turbulence measurements 

along the same points indicate that vegetated flows are predominantly heterogeneous, anisotropic and strongly 

dissipative. 

Fig. 2. Comparison between time- and space-dependent correlation functions for transverse velocities, (a) 𝑅𝑒𝑑 = 250, (b) 𝑅𝑒𝑑 = 1100.

In early stages of diffusion (time scales shorter than the one needed for particles to move independently of the 

local turbulence structure), coherent motions from vortex shedding dominate mass transfer along and between 

secondary wakes, through phenomena such as shear, differential pressures and vorticity dissipation. The latter 

is evident from the comparison between one- and two-point statistics shown in Fig. 2. The decaying envelope 

and decrease in the periodicity of 𝑅𝑦𝑦(𝜉), compared to 𝑅𝑦𝑦(𝜏), are evidence of these dissipative processes.

Finally, these results show a tendency for vegetated flow fields, and turbulence structures, to be the result of 

non-linear interactions between the perturbations of vegetation elements. The effects of coherent motions, as 

illustrated by multi-point correlation functions, are crucial in the understanding of early-stage diffusion, the 

time scales necessary to achieve Fickian dispersion, and the characteristic length and velocity scales to describe 

mixing in this regime. 
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ABSTRACT 

Iron-coated sand (ICS) is an iron-based phosphate sorbing material used in filters to remove phosphate from 

natural and agricultural waters and prevent eutrophication. The objectives of this research were to propose a 

mathematical and conceptual model for the kinetics of the phosphate diffusion to the inside of the ICS grains. 

We used columns to calibrate and validate a non-equilibrium adsorption model that fitted the advection-

dispersion equation and the mass balance in the solid phase. The interpretation of the model results was 

supported by scanning electron microscopy images and elemental maps. The adsorption of phosphate by ICS 

was divided into a fast and a slow process. The fast adsorption described the attraction into the surface of the 

ICS grains and the slow adsorption described the diffusion of phosphate inside the nanopores of the iron 

coating. The fast adsorption is in equilibrium, but the slow adsorption is not because it is limited by the 

phosphorus diffusion inside the iron-coating. Most of the adsorption capacity of the ICS relied on the sorption 

sites inside the iron-coating, 96.1%. These findings contribute to the design and operation of ICS filters. 

1. Introduction

Iron-coated sand (ICS) is a by-product of the drinking water industry (Van Beek et al., 2016, 2020). Because 

ICS is largely available at low costs it has been used as a phosphate sorbing material in full-scale agricultural 

phosphorus retention measures (Groenenberg et al., 2013; Lambert et al., 2020; Vandermoere et al., 2018). 

What remains unknown are the adsorption mechanisms, in particular the kinetics of the phosphate diffusion 

inside the ICS grains (Chardon et al., 2012; Lambert et al., 2020).This study aims to develop a (i) conceptual 

model of the adsorption mechanisms of phosphorus on ICS; and (ii) a process-based mathematical model to 

describe the adsorption of phosphorus on ICS. 

2. Methods

The adsorption column experiment run for 146 days. The inflow water was demineralized water sparkled with 

1.60 mg/L ± 0.05 mg/L, and NaCl 0.10 M, giving a 0.10 ionic strength. The pH was 6.80 ± 0.05. The columns 

were cylinders of 0.308 m height and 0.043 m internal diameter. The reactive core of the columns contained 

30 g of ICS and 300 g of quartz sand. The starting porewater velocity was 4.92 cm/h.  

We used the column experiments to fit a model of public domain that solves analytically the transport of a 

solute in a porous media (Simunek et al., 1999; Van Genuchten et al., 2012). The phosphorus adsorption in the 

columns was modeled using the advection-dispersion transport equation that combines the continuity equation 

and the equation for the solute flux Eq. (1). There is then a solid fraction of adsorption sites in equilibrium (𝑓) 

and another fraction of sites with non-equilibrium adsorption (1 − 𝑓). If the system is in equilibrium 𝑓 is 1 and 

𝑠 = 𝑘𝑐. If the system is not in equilibrium, the mass balance in the solid phase is included, Eq. (2). When the 

system is not in equilibrium adsorption does not happen at the same rate in all parts of the porous material 

either for chemical or physical reasons.  

(1 +
𝜌𝑓𝑘

𝜃
)

𝜕𝑐

𝜕𝑡
= 𝐷

 𝜕2𝑐

𝜕𝑥2 −
𝑣𝜕𝑐

𝜕𝑥
−

𝜌𝛼

𝜃
(𝑘(1 − 𝑓)𝑐 − 𝑠) 

(1) 

𝜕𝑠

𝜕𝑡
= 𝛼(𝑘(1 − 𝑓)𝑐 − 𝑠) (2)
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Where 𝜌 – bulk ICS density [g/L], 𝜃 – porosity, k – equilibrium constant [g/L], c – concentration [mg/L], t – 

time [h], D – dispersion coefficient [cm2/h], x – longitudinal coordinate [cm], v – pore-water velocity [cm/h], 

𝛼  - mass transfer coefficient [1/h], s – concentration in the solid [mg/g] 

The ICS grains were observed before and after adsorption with scanning electron microscopy coupled with 

energy dispersive x-ray detection (Zeiss EVO 15 SEM, Bruker XFlash EDS) 

3. Results

Figure 1 shows the equilibrium and non-equilibrium model fitting of the column and the measured data for the 

first 40 days. The non-equilibrium model adjusted better to the measured values, with a correlation coefficient 

of 0.988. The phosphorus diffusion inside the ICS grain is shown in Fig.2. 

Fig. 1 Equilibrium and non-equilibrium model fitting. Fig. 2 Phosphorus diffusion in ICS grain SEM-EDS elemental map

4. Conclusions

The adsorption of phosphate by ICS was divided into two processes. A fast equilibrium adsorption where 

phosphate was attracted by the surface of the ICS grains and a slow adsorption that described the diffusion of 

phosphate through the nanopores of the coating. Under the flow conditions studied, fast adsorption accounted 

for just 3.9% of the total adsorption sites. The mass transfer rate of the slows down as the adsorption sites were 

occupied. The linear distribution coefficient was 3.45 L/g, and the maximum adsorbed concentration in the 

solid was 5.83 mg/g, for an ICS with 0.127 g/g of iron. These results allow to quantify the long-term efficiency 

of phosphorus adsorption on ICS filters. 
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ABSTRACT 

Solute mixing in the nearshore or surf zone is the result of several combined processes, from fundamental 

turbulence, through wave hydrodynamics and boundary effects, to the high energy dissipation impact of 

breaking waves. These processes occur across different spatial and temporal scales and vary spatially. This 

abstract presents preliminary results from an on-going study to quantify the spatial variation of the on-/off-

shore depth averaged mixing coefficient. The programme of work evaluates mixing coefficients by comparing 

predictions from different numerical models to previously recorded laboratory tracer data. The data consists 

of multiple constant injections of tracer for orthogonal waves for a range of wave periods and wave heights. 

1. Introduction

Increasing levels of pollutants are discharged into coastal zones with a detrimental effect on the quality of the 

coastal environment (Pearson et al., 2002). Pollutant loads in the nearshore originate primarily from sewer 

outfalls and overland surface runoff, containing pathogens, bacteria, heavy metals. Bathing beaches are also 

polluted by sun creams and skin products. These pollutants pose a risk to public health and coastal biodiversity, 

causing economic and environmental damage. It has been noted that around 10% of beaches in the UK do not 

pass the standards of the Bathing Water Directive, often with water samples containing high levels of faecal 

indicator organisms (Abolfathi and Pearson, 2014). It is critical to understand the spread of these pollutants to 

regulate and protect the coast and human health. 

2. Methodology

Experimental studies (see Acknowledgements) were undertaken in the shallow water basin at DHI with 

dimensions of 18 m x 8 m. An absorbing piston-type wave maker was utilized for generating the waves and 

the longshore currents were superimposed. Detailed fluorometric measurements were undertaken on the 

sloping 1:20 plain beach, with an offshore water depth of 0.7 m. Tests were performed with similar offshore 

wave height (0.12 m) and varying wave periods (1.2~2.9 s) to cover the range of offshore wave steepness 

between 2~5 %. 

3. Preliminary Results

Mixing in the nearshore environment has previously been modelled using a mixing coefficient to represent the 

combined effects of dispersion and diffusion (Pearson et al, 2009). Mixing models of particular interest to this 

study are: 

1. Fischer et al (1979) gives a constant mixing model, where the mixing coefficient, depth and velocity

are assumed spatially uniform across the channel. Winckler et al. (2013) have used this to model mixing

in coastal waters.

2. Kay (1987) proposed an equation for mixing in a uniformly sloping beach which assumed both

velocity and mixing varied with depth and are therefore functions of distance offshore.

3. West et al. (2020) developed a finite difference model (FDM) which allowed for the spatial variability

of depth, velocity and mixing coefficient in the transverse direction. This FDM has been successfully

used to model solute mixing in partially vegetated open channels, but is yet to be applied to coastal

waters.

Results presented, Fig. 1, compare the recorded solute concentration distributions obtained from continuous 

injections, made at 2, 3 & 5 m offshore, for 1.2 s period waves, to the best fit predictions assuming a spatially 

constant on-offshore mixing coefficient. This results in a mixing coefficient of 0.0112 m2/s. 

Allowing a spatial variability in the mixing coefficients and optimizing the fit to data recorded from each 

individual injection produces significant improvements in the fit to the recorded data. These results are 
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illustrated in Fig. 2 where the optimized transverse mixing coefficients are 0.0227, 0.0159 and 0.00057 m2/s 

for injections at 2, 3 and 5 m respectively. This confirms the significant reduction of the mixing coefficient at 

the furthest offshore location, and the need for a cross-shore spatially variable mixing coefficient. Results 

comparing the three different mixing models will be presented at the conference. 

Fig. 1. Recorded tracer data for wave period, T, 1.2 s from injections at 2, 3 & 5 m offshore compared to predicted distributions assuming 

a spatially uniform mixing coefficient 

Fig. 2. Recorded tracer data for wave period, T, 1.2 s from injections at 2, 3 & 5 m offshore compared to predicted distributions assuming 

a different mixing coefficient for each injection location. 
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ABSTRACT 

Aquatic vegetation exerts a strong influence on the fluvial ecosystem. Understanding flow characteristics and 

turbulent structure in the presence of vegetation is especially important with respect to environmental processes 

as sediment transport and mixing of transported quantities. In the present paper attention is focused on the 

kinematic and mixing processes in the presence of flexible submerged vegetation on the bed of a curved 

channel. In particular, the effect of vegetation on the flux of mass distribution and on the transport process at 

the apex section of a meandering bend is investigated by comparing the distributions of the dispersion 

coefficient estimated in vegetated areas and in no-vegetated ones. 

1. Introduction

On one hand vegetation modifies flow and sediment transport, influencing the evolution of bed morphology; 

on the other hand these processes affect the distribution of nutrients and oxygen and, thus, water quality 

conditions. It should be also considered that the alteration of hydrological conditions in fluvial systems 

determines changes both in river morphology and in riparian or riverbed vegetation. As consequence, the 

spatial distribution of vegetation can also change in time and in space depending on the combination of many 

factors, which might affect the settling and growth of the vegetated elements. The major part of studies 

conducted in this field consider straight flumes with different types of vegetation on the bed. Poggi et al. (2004) 

investigated flow turbulence structure in the presence of dense, rigid and submerged vegetation and suggested 

a phenomenological formulation of the mixing length. Tanino and Nepf (2008) analyzed the lateral dispersion 

processes in the presence of a random array of a rigid and emergent vegetation for different values of vegetation 

density. Other researchers focused on submerged flexible vegetation (among others Termini, 2015) and 

verified that the region around the top of the vegetation is the region of highest shear stress and maximum 

turbulence production. In the present paper attention is focused on the kinematic and mixing processes in the 

presence of flexible submerged vegetation on the bed of a curved channel. In particular, the effect of vegetation 

on the flux of mass distribution and on the transport process at the apex section of a meandering bend is 

investigated. 

2. Methods

The analysis is performed with the aid of detailed experimental data collected in a laboratory channel. The 

collected data are processed in order to analyze the distributions of flow velocity components in vegetated and 

in no-vegetated areas highlighting how vegetation influences the kinematic characteristics of flow and the 

mixing and dispersion processes also in the no-vegetated areas. Thus, the velocity profiles of the time-averaged 

flow velocity components in the stream-wise, transversal and vertical directions estimated both inside the 

vegetated areas and in no-vegetated areas have been analysed and compared. As an example, Figure 1 reports 

the profiles of the time-averaged flow velocity components in the stream-wise (𝒗�̅�), transversal (𝒗�̅�) and vertical 

(𝒗𝒗̅̅ ̅) directions inside the vegetated area (i.e. at a distance of 15 cm from the outer bank of the examined 

section) and those obtained at the center of the cross-section (i.e. inside the no-vegetated area). To investigate 

the turbulence flow structure both the temporal and the spatial averaging of the flow quantities have been 

operated in order to limit the heterogeneity effect. Thus, the normalized dispersion coefficient in the transversal 

direction, Kt, has been determined as 
Kt

Ud
≈ ⟨

√k'd

Ud
⟩ = ⟨

√k'

U
⟩, where U = Q/Bho (ho=overall-averaged water depth) 

indicates the mean velocity, k’ is the turbulent kinetic energy per unit mass, d is the vegetation stem dimension, 

the brackets represent the spatial average. Thus, the vertical profiles of the ratio
√

 
𝒌′

𝑼
 and of its longitudinal
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spatial average ⟨
√

 
k'

U
⟩ at the selected locations inside the vegetated areas and in the no-vegetated areas have been 

determined and compared. Figure 2, as an example, reports the comparison between the vertical profiles of 
√k'

U

and of the spatial average ⟨
√𝒌′

𝑼
⟩ obtained at a distance of 15 cm from the outer bank of the considered section

(i.e. inside the vegetated area) and those obtained at the center of the cross-section (i.e. inside the no-vegetated 

area).  

3. Results and Concluding Remarks

Results essentially confirm that mass exchanges in the presence of vegetation are strongly influenced by the

presence of the vegetated stems and by the turbulent structures which form between the vegetated and the no-

vegetated areas. The presence of the flexible and dense vegetation determines a reduction of the size of the

turbulent structures and limits the transport process not only in the vegetated areas but also in the transition

towards the no-vegetated ones.

Fig.1. Time-averaged flow velocity components with vegetation (a) and without vegetation (b) 

Fig.2. 
√𝒌′

𝑼
and  ⟨

√𝒌′

𝑼
⟩  with vegetation (a) and without vegetation (b) 
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ABSTRACT 

1. Introduction

Exchange flows - Buoyancy-driven exchange flows naturally arise where relatively large bodies of fluid have 

different densities on either side of a relatively narrow constriction. In a gravitational field, this difference in 

buoyancy results in a horizontal hydrostatic pressure gradient along the constriction, of opposite sign above 

and below a ‘neutral level’. This pressure gradient drives a counter-flow through the constriction, in which 

fluid from the negatively buoyant reservoir flows below the neutral level towards the positively buoyant 

reservoir, and vice versa. Such buoyancy-driven exchange flows result in little to no net volume transport, but 

crucially, in a net buoyancy transport between the reservoirs which tends to homogenise buoyancy differences 

in the system. In addition, irreversible mixing often occurs across the interface between the two counter-

flowing layers of fluid, creating an intermediate layer of partially mixed fluid.  

Applications - The net transport and mixing of the active scalar field (e.g. heat, salt or other solutes) and of 

other potential passive scalar fields having different concentrations in either reservoirs (e.g. pollutants or 

nutrients) have a wide range of consequences, recognised since the Antiquity. Aristotle offered the first 

recorded explanation of the movement of salty water within the Mediterranean Sea. Since then, exchange flows 

through the straits of Gibraltar and the Bosphorus have driven much speculation and research, due to their 

crucial roles in the water and salt balances of the Mediterranean Sea. More recently, it has been recognised 

that nutrient transport from the Atlantic partially supported primary production in Mediterranean ecosystems. 

The quantification, modelling and discussion of the past and current impact of exchange flows in straits, 

estuaries or between lakes continues to generate a vast literature.  

Broader importance - More fundamentally, exchange flows are stably stratified shear flows, a canonical class 

of flows widely used in the mathematical study of stratified turbulence, dating back at least to O. Reynolds 

and G. I. Taylor. Multi-layered stratified shear flows have complex and still puzzling hydrodynamic stability 

and turbulent mixing properties. The straightforward and steady forcing of exchange flows make them ideal 

laboratory stratified shear flows because of the ability to sustain, over long time periods, high levels of 

turbulent intensity and mixing representative of large-scale natural flows.  

2. Methodology

The experiment - The stratified inclined duct laboratory experiment (Fig. 1) consists of two reservoirs initially 

filled with aqueous solutions of different densities 𝝆𝟎 ± 𝚫𝝆/𝟐, connected by a long rectangular duct that can

be tilted at an angle θ from the horizontal. At the start of the experiment, the duct is opened, initiating a brief 

transient gravity current, after which an exchange flow is sustained through the duct for long periods of time, 

until the accumulation of fluid of a different density from the other reservoir reaches the ends of the duct 

(typically after several minutes). This exchange flow has at least four qualitatively different flow regimes 

(laminar, wavy, intermittently turbulent and fully turbulent), based on the experimental input parameters, as 

first recognised by Macagno & Rouse (1961) and Meyer & Linden (2014). One of the defining features of this 

flow is that the flow appears to be hydraulically controlled at the ends of the duct, which means that the mean 

exchange flow speed is bounded. Additional kinetic energy provided by a positive tilt angle θ must thus be 

dissipated turbulently inside the duct, causing these transitions to increasingly dissipative flow regimes. 

Objectives - We will report on a thorough review and exploratory study of these flows by focusing on the 

behaviour of three key variables: 

(i) the qualitative flow regime (laminar, wavy, intermittently or fully turbulent, see Fig. 1);
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(ii) the mean buoyancy transport between reservoirs (that we called the net mass flux, 𝑸𝒎);

(iii) the mean thickness 𝜹 of any potential interfacial mixing layer.

Fig. 1. Left: Schematics of the experimental setup (notice the tilt angle θ). Right: Density field visualisations in a sub-section of the duct 

showing the four qualitatively different flow regimes, exhibiting increasing vertical buoyancy transport and interfacial mixing layer 𝜹. 

The above three variables are particularly relevant in applications to predict exchange rates of active or passive 

scalars (e.g. salt, heat, pollutants, nutrients) between two different fluid bodies (e.g. rooms in a building, seas 

or lakes on either sides of a strait). However, this study also fits in a larger research effort into the fundamental 

properties of turbulence in sustained stratified shear flows of geophysical relevance. The above three variables 

have thus been chosen for their particular ability to be readily captured by simple laboratory techniques while 

encapsulating several key flow features that are currently the subject of active research, such as: interfacial 

‘Holmboe’ waves, spatio-temporal turbulent intermittency, and layering and mixing.

3. Results

Dimensional analysis reveals that the regimes, 𝑄𝑚 and 𝛿 must depend on five non-dimensional independent

input parameters: the duct aspect ratios in the longitudinal direction A=L/H and spanwise direction  B=W/H, 

the tilt angle θ, the Reynolds number Re (based on the initial buoyancy difference driving the flow) and the 

Prandtl number Pr (we consider both salt and temperature stratifications, i.e. Pr=700 and =7). After reviewing 

the relevant literature and open questions on the scaling of regimes, mass flux and interfacial thickness with 

A, B, θ, Re, Pr, we present the first extensive, unified set of experimental data (totalling 886 individual 

experiments and 1545 data points) where we varied systematically all five input parameters and measured all 

three output variables with the same methodology.  

Our results in the (θ, Re) plane for five sets of (A, B, Pr) reveal a variety of interesting scaling laws, and a non-

trivial dependence of all three variables on all five parameters, in addition to a sixth elusive parameter. We 

further develop three classes of candidate mathematical models to explain the observed scaling laws: (i) the 

recent volume-averaged energetics of Lefauve, Partridge & Linden (2019); (ii) two-layer frictional hydraulics; 

(iii) turbulent mixing models. While our models provide significant qualitative and quantitative descriptions

of the experimental results, they also highlight the need for further progress on shear-driven turbulent flows

and their interfacial waves, layering, intermittency and mixing properties.

Finally, we will explain how a new generation of high-resolution experimental measurements of the 

simultaneous three-component velocity and density fields in three-dimensional volumes are now allowing us 

to gain new quantitative insights into such flows (Lefauve & Linden, 2022a,b). 
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ABSTRACT 

Estuaries worldwide are facing the challenge of coping with changing climates. Insufficient supply of sediment 

to overcome sea-level rise can increase flood risk and saltwater intrusion and drowning of ecosystems. To 

explore how estuarine eco-morphology is affected by large-scale human interventions and climate change, an 

idealised eco-morphological model is developed and validated. The model represents the Nieuwe Waterweg 

estuary in the Rhine-Meuse Delta. Short-term simulations (1 year) are performed after human-induced changes 

and projected climate changes are implemented in the model.  

The model is able to represent annual morphological trends. Results show the sensitivity of the system towards 

channel depth and the presence and size of wetlands. Simulations will be repeated with projected future climate 

forcings, enabling assessment of estuarine development after large-scale changes for the present and the future. 

1. Introduction

Estuarine regions connect our rivers with the ocean, and are important socio-economic zones, being densely 

populated and hosting many major ports worldwide. They are highly susceptible to changes in climate, from 

the sea-side (sea level rise, changes in wave climate) and from rivers (changing river discharge and sediment 

supply). To cope with sea-level rise (SLR), estuaries need sufficient sedimentation (Giosan et al., 2014). Lack 

hereof can increase flood risk and intrusion of salt water, and can cause drowning of valuable wetland 

ecosystems. To optimise estuarine functions and prepare for these future threats, improved understanding of 

estuarine development after potential changes in its climate and/or system configuration is desired. To this 

end, this study explores the annual behaviour of the ‘Nieuwe Waterweg’ estuary, in the Rhine-Meuse Delta, 

after human interventions in the contemporary climate and in projected climate changes. 

2. Methods

2.1. Study area 

The Nieuwe Waterweg estuary, the Netherlands (Figure 1), typically has an average discharge of 1600𝑚3/𝑠,
with a relatively high discharge in winter and low discharges during summer. The estuary has a mean tidal 

range of 1.6m and typical average wave heights of 1.1m, which varies over the seasons. It flows out into the 

wave-dominated coasts of the North-Sea. While historically wetlands were abundantly present, extensive 

human interventions to this estuary resulted in an embanked and channelized estuarine channel which is 

annually dredged to maintain its artificial depth, allowing large ships to enter the ports. 

Fig. 1. A) Top view of the study area. B) The schematised model domain. It is forced by tides and a monthly averaged wave climate on the 

sea-side side, and by a monthly averaged discharge regime from the river. Future scenarios are implemented by changing system forcings: 

the wave climate and the discharge regime. C) Schematic overview of large-scale interventions implemented within the estuary. 
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2.2. Eco-morphological model setup 

A morphological model is developed in Delft3D-FM (depth-averaged), the successor of Delft3D which is 

extensively applied for morphological modelling of estuaries. A schematized bathymetry is developed for the 

contemporary ‘Nieuwe  waterweg’ estuary (Figure 1). The domain is forced by tides, and an annual monthly 

averaged wave climate from the coast, and by an annual monthly average discharge regime from the river with 

suspended mud concentrations of 20mg/L. The model representing the contemporary system is validated to 

gain confidence in its ability to represent the study area.  

2.3. Scenarios 

Next, simulations are performed after implementation of two large-scale interventions in the system: 1) 

Wetland restoration, a nature-based solution increasingly recognized for its potential for flood safety, sediment 

trapping (by vegetation) and additional ecosystem services and; 2) Channel deepening, an intervention often 

applied to allow larger ships to enter the ports. Wetlands are only implemented along the northern bank of the 

estuary, due to spatial limitations.  

Moreover, using snap-shot simulations, the annual behaviour of the estuary after climate change is assessed. 

The model is adjusted to represent a future climate, using projected climate changes for the year 2100 

(following the 6th IPCC report). System forcings are adjusted for SLR, projected wave climate and discharge 

regimes. Also, adjustments for the future bathymetry by way of basin infilling are included,  (see Duong et al., 

2016). Snap-shot simulations are performed with and without human-interventions, in the contemporary and 

future climate.  

3. Results & Discussion

The model is validated with observed hydrodynamic timeseries (water levels and waves) and derived average 

annual morphological trends (Cox et al., 2021) and showed good resemblance. Simulations with the 

contemporary climate showed that channel deepening increased sedimentation in the estuary. While wetlands 

showed net accretion in all scenarios, presence of wetlands, and increasing their size, reduced net annual 

sediment budget in the estuary (Figure 2). These morphological trends were accentuated by the presence of 

vegetation. Increased channel depth slightly increased wetland accretion. 

Fig. 2. Annual sediment budget for the wetland, channel and the entire estuary (both areas combined), under various configurations of the 

estuarine system. 

Morover, results indicate that lateral location of the wetland substantially affects channel morphology. 

Strategic placement could aid in steering estuarine morphology. Simulations will be repeated under future 

forcings, which will give insights in estuarine development under potential climate- and human-induced 

changes. 
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ABSTRACT 

Coastal flooding caused by extreme sea levels is one of the major impacts of climate change. Extreme sea 

levels are expected to increase in the future due to sea level rise and storm surge intensification. Estimating 

return levels while assuming stationarity might lead to the underestimation of return levels for the future. 

Additional uncertainty is related to the choice of the model. In this work, we fit extreme values models to long-

term (96 years) sea level record from the city of Venice (NW Adriatic Sea, Italy): a Generalized Extreme Value 

distribution (GEV), a Generalized Pareto distribution (GP), and a Point Process (PP). We model non-

stationarity with a linear dependence of the model’s parameters from the mean sea level. Our results show that 

the inclusion of non-stationarity significantly improves the fit of the GEV and the PP models, but not the GP. 

The non-stationary PP models the rate of extremes occurrence fairly well. Estimates of the return levels for 

non-stationary models are generally higher than estimates from stationary models. Thus, projections of return 

levels in the future might be significantly different from those calculated in the past using stationary models. 

1. Background

Extreme sea levels can cause the flooding of coastal zones, with significant economic impacts. Probability 

distribution functions for extreme events have been widely used to derive the design parameters for coastal 

protection structures under the assumption of stationarity. With climate change, extreme sea levels are 

expected to increase due to mean sea level rise and storm surges intensification (Lionello et al., 2021). Thus, 

there is the need for methods that can model non-stationarity explicitly. Several methods were proposed (Coles 

et al., 2021), but questions remain on the capability of such models to cope with non-stationarity (Razmi et al., 

2017; Mudersbach and Jensen, 2010). In this work, we used a long-term (1924 -2019) sea level record from a 

tide gauge (Punta della Salute) located in the city of Venice (NW Adriatic Sea, Italy). The data are expected 

to be non-stationary due to the combined effects of eustasism and local subsidence. We fit several stationary 

and non-stationary extremes models and check which model fits the data best. Then, we compare the models 

estimates for extreme sea levels. 

2. Methods

We obtained the extremes time series (Fig. 1a) by extracting yearly block maxima (BM) and peaks over 

threshold (POT). We consider BM and POT as random variables. We fitted BM with a Generalized Extreme 

Values (GEV) distribution:  

G(z) = Pr(BM < z) = exp [− {1 + ξ (
z−μ

σ
)}

+

−1 ξ⁄

] (1) 

Where a+ = max(a, 0), μ is the location parameter, σ is the scale parameter (always positive), and ξ is the

shape parameter. After selecting a proper threshold u, we fitted POT (z = y + u) with a Generalized Pareto 

(GP) distribution: 

H(y) = Pr(POT > u + y| POT > u) = 1 − [1 + ξ (
y

σ
)]

+

−1 ξ⁄

(2) 

The GP distribution uses the same GEV parameters. We also fitted POT with a Point Process (PP), where the 

process rate λ (number of events per unit time) depends on the GEV and GP parameters via: 

λ = [1 + ξ (
z−μ

σ
)]

+

−1 ξ⁄

(3)
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We introduced non-stationarity by allowing a linear dependence of the models’ parameters (location and scale) 

from the mean sea level. We fitted three different variants of the models: (a) without covariates, (b) with 

varying location, (c) with varying location and scale. We tested for the presence of a trend in the BM and POT 

series with a Mann-Kendal test. We used a maximum likelihood test to check if the inclusion of covariates on 

location and scale improves the fit significantly. To generate return level plots, we fixed the mean sea level to 

the value of 2019 (+ 35.5 cm above the historic „1897” local reference calculated as the 1885 - 1909 mean) 

and calculated the quantiles of the distributions accordingly. 

3. Results and discussion

The Mann-Kendall test shows that BM have a clear temporal trend (p < 0.001), while POT do not (p > 0.05). 

The inclusion of covariates improved the fit (likelihood ratio test) for location and for both location and scale 

parameters for GEV (p < 0.001 and p = 0.017, respectively) and PP (p < 0.001, and p = 0.003), but not for GP. 

Additionally, including covariates on location and scale in the PP yields good estimates of the rate of the 

process, as measured by Pearson’s correlation (r = 0.81 with the inclusion of location, and r = 0.84 with the 

inclusion of location and scale). Models including covariates on the location tend to have an increased return 

level estimate for smaller return periods, while models with covariates also on the scale tend to estimate higher 

return levels also for higher return periods (Fig. 1b). 

Fig. 1. a) data used to fit the parametric models: block maxima (BM), and peaks over threshold (PT). The line represents the mean sea level 

trend. b) return level plots for the fitted models and their configurations. GEV: Generalized Extreme Value distribution, GP: Generalized 

Pareto distribution, PP: Point Process. Note: models with varying location and scale for GP were not significant and are not represented. 

Our results show that including non-stationary aspects in the modeling of extreme sea levels yields estimates 

of return levels that might be significantly higher than those estimated from a stationary analyses. The method 

used to model non-stationary matters, as non-stationariety might be overlooked when using GP models. 

Additional covariates representing climatic conditions, local morphological changes, and seasonality can be 

included in the analysis to build solid models for extreme events analysis. 
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ABSTRACT 

The aim was to assess the resilience of coastal urban and suburban areas to climate change-related coastal 

flooding. The analysis of the literature showed that index-based methods in climate change vulnerability and 

resilience research are effective, providing a solid and user-friendly framework. In this context, a new index 

of coastal resilience to climate change (Coastal Resilience Index – CResI) is proposed. About 20 different 

variables are used to create CResI, combining physical, geomorphological and socio-economic characteristics 

of the study area. Weights and ranks were assigned to the variables, using Multicriteria Decision Analysis 

(MCDA), and more specifically, the Analytic Hierarchy Process. The proposed framework was applied and 

validated in the South West waterfront of Athens Metropolitan Area, Greece. The study identified areas of 

increased vulnerability due to climate change.  

1. Literature Review

Climate change alongside with rapid population growth and natural and manmade disasters require modern 

approaches as forward-looking design can have a profound impact on safety and prosperity of individuals and 

communities as a whole (Rus et al., 2018). The understanding that climate change is a concern of humankind 

globally has raised the question “who is vulnerable” rather than “what”. A literature review was undertaken 

and a total of 43 articles with applications of different types of coastal vulnerability indicators have been 

identified (Roukounis and Tsihrintzis, 2022). Some indicators employ only the physical/climatic 

characteristics of the areas, and others, more complex, take into account both physical and socio-economic 

factors. In the majority of the literature, the spatial scale is either too broad (national level) or too narrow 

(specific coastal segments), not taking into consideration crucial characteristics of the coastal urban areas and 

other relevant coastal infrastructure such as marinas. This study tries to fill this gap with the development of a 

new Coastal Resilience Index (CResI). 

2. Methodology and Discussion

The CResI employs 19 variables (geophysical, environmental, topographic, social, economic) which receive 

scores in the scale 1 (low) to 5 (high vulnerability). Weights and ranks can be assigned to the variables using 

Multicriteria Decision Analysis (MCDA), by establishing a hierarchical structure and analyzing pairwise 

comparisons using the Analytic Hierarchy Process (AHP) (Saaty 1987). The AHP is used for addressing 

complex semi-structured decision-making problems by setting weights to a number of options/scenarios with 

regard to their importance. 

The establishment of the required database is the first step for the development of the CResI, through the 

compilation of geographic, environmental, topographic, social and economic data. The database can be 

processed in a GIS environment. CResI is created after combining different approaches of widely used indices 

(e.g., Gornitz, 1991; Thieler and Hammar-Klose, 1998; Cutter et al., 2003), with later modifications (e.g., Tate 

et al., 2010; Gaki-Papanastasiou et al., 2010; Karymbalis et al., 2012; Guillard- Gonçalves et al., 2015) as well 

as more complex indices (e.g., Zanetti et al., 2016; Toimil et al., 2017; Gargiulo et al., 2020). The coastal zone 

of the present study is located in Attica, Greece, and more specifically it is part of the South West waterfront 

between the port of Piraeus and the area of Vouliagmeni, with a total length of approximately 70 km. It includes 

urban, suburban and rural areas, and both natural and artificial coastline. The major part is in the Metropolitan 

Area of Athens, the financial capital of Greece. It also includes the port of Piraeus, which is one of the most 

important ports in Europe (Category I) included in the Core Network of the European Union (EU) and in the 

Motorways of the Sea. The study area also includes smaller touristic ports of high capacity (i.e., Zea Marina, 
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Athens Marina, Flisvos Marina, Alimos Marina, Ag. Kosmas Marina, Vouliagmeni Marina), transport 

infrastructure (highways, underground and suburban rail, a tramway and bus lines) and other areas of high 

interest such as the under construction Hellenikon Metropolitan Park. 

Figure 1: Area of concern (Source: ESRI, Maxar, GeoEye, Earthstar) 

The results show that the majority of the coastal areas have a low resilience score (CResI > 3). More 

specifically, areas with high population density, as well as areas with land use of significant economic 

importance are more vulnerable to climate change-related coastal flooding. Also, many important port 

infrastructures (marinas) are in low-resilience zones. However, high elevation and slope, as well as coastal 

defense infrastructures decrease the exposure of various areas, such as Mikrolimano and Zea Marina in Piraeus. 
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ABSTRACT 

1. Introduction

Climate change is expected to increase the frequency and intensity of climate induced extreme events (IPCC, 

2021), while the impacts in coastal zones it is considering to be huge, even under small emission scenarios 

(IPCC, 2022). Moreover, coastal areas are vulnerable and susceptible to coastal hazards and their protection is 

under a great importance for the ecosystem, the society and the economy. Many methodologies have been 

developed for analysis incorporating the terms of risk, hazard, vulnerability, and exposure. The most common 

method to assess vulnerability is the Coastal Vulnerability Index (CVI), which integrates heterogeneous data 

sources and indicators for the vulnerability classification of the coastal zone. 

Two of the most most interfering variables in CVI calculations are the geotechnical variable and the shoreline 

evolution rate (Boumpoulis et al., 2021). Therefore, one of the main purposes of this study is the assessment 

of the vulnerability regime in coastal areas using a weighted CVI model with emphasis on the geotechnical 

variable. In addition, the Multi-Criteria Decision Analysis (MCDA) method of Analytical Hierarchy Process 

(AHP) is implemented to weight and prioritize criteria and key indicators as it has been proposed by Saaty 

(1977). As a model area it was selected the Gulf of Patras in Western Greece because of its diachronic erosion 

problems due to the climate change and most of the data used were collected from the coastal monitoring 

activities that had been peformed in the frame of TRITON project (Nikolakopoulos et al, 2019). 

2. Methodology

The selected key parameters of the presented modified (CVI) model are: 1) the use of geotechnical data in 

order to characterize the coastal formations as geotechnical units, 2) the significant mean wave height with a 

return period of 10 years, 3) the coastal slope which has been calculated by using a Digital Elevation Model 

(DEM) (5X5 m), 4) the shoreline evolution (2006-2018) by computing the relevant End Point Rates (EPR), 5) 

the average tidal range and 6) the Sea Level Rise (SLR). The CVI calculations implemented with the following 

modifications: 1) use of geotechnical data instead of the geological-geomorphological and 2) use of AHP to 

weight the CVI parameters. 

For the characterization of coastal formations as geotechnical units, a thorough geotechnical program was 

performed in the research area, including the assessment of soil properties in forty (40) boreholes, laboratory, 

and in-situ geotechnical tests (SPT and CPT), coastal sediment sampling and engineering-geological mapping. 

Influence of each indicator is different in CVI model calculations and due to this, AHP method is applied in 

the model to weight the parameters for a more robust and reliable results (De Serio et al 2018, Diaz-Cuevas et 

al 2020). The final weighted CVI equation (Eq. 1) is presented below: 

𝑪𝑽𝑰 = 𝑾𝟏 ∗ 𝑽𝟏 +𝑾𝟐 ∗ 𝑽𝟐 +⋯+𝑾𝒊 ∗ 𝑽𝒊 (𝟏)

where, Wi is the weight value and Vi is the vulnerability score of the i-th parameter. The ranking of CVI values 

into vulnerability classes was performed by applying the equal interval classification method. 

3. Results

Based on the results from the geotechnical investigation, the coastal area was classified into 8 zones 

(geotechnical units) with different mechanical behavior. Consequently, the AHP method was applied to weigh 

all the CVI parameters (Table 1). 

Application of the CVI incorporating geotechnical classification of the coastal formations as well as AHP to 

weight the CVI parameters, indicates that almost the half of the total shoreline (44.66%) of the study area is 

under high vulnerability. The rest of the shoreline calculated with 4.07%, 8.49%, 17.65% and 25.12% which 

represents Very Low, Low, Moderate and Very High vulnerability, respectively (Fig. 1). 
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Table 1: Weight factor for all the CVI parameters using the AHP methodology 

Variables 
Geotechnical 

characterization 

Significant mean 

height wave 
Coastal slope 

Shoreline 

evolution 

Average tidal 

range 

Sea Level 

Rise 

Weight 0.35 0.12 0.20 0.21 0.04 0.07 

Fig. 1: Spatial distribution of CVI values alongside the shoreline of the study area (gulf of Patras) 

4. Conclusion-Discussion

Among the most common parameters of CVI which are used for vulnerability assessment, many uncertainties 

and doubts are observed, so that they must be improved to reduce any potential flaws. A first attempt towards 

the improvement of those uncertainties in CVI calculations is the most precise assessment of the geotechnical 

variable. By applying the weighted CVI incorporating a more precise geotechnical classification as well as 

AHP it was found that almost the half of the total shoreline of the study area of the qulf of Patras is under high 

vulnerability. However, the vulnerability regime could be increased in the future, since no potential future 

climate projection had been included in the CVI assessment (e.g future SLR until 2100). 
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ABSTRACT 

Coastal areas are increasingly threatened both by the impacts of climate change as well as human pressures. 

Seaports lying at the land-sea interface are considered vulnerable infrastructure, affected by sea level rise, 

storm surges and increased human activities. In this paper, the 16 existing fishing shelters of Cyprus are used 

as case study to develop a complex vulnerability index to assess and evaluate the current state of the fishing 

shelters. This vulnerability index includes physical, environmental, socio-economic and infrastructural 

indicators which describe the structural and operational components of the shelters in a holistic way. These 

indicators are scored and ranked to describe the degree of vulnerability of each fishing shelter and allow for 

comparison among shelters. The novelty of this index is that it is informed by on-site visits; questionnaires 

answered by local fishermen and targeted interviews with representatives of the port authorities. This study 

highlights the complex interactions between physical and socio-economic conditions in driving vulnerability. 

The results can assist decision-makers to prioritize interventions and design adaptation pathways that reduce 

the shelters’ vulnerability while increasing their resilience.     

1. Introduction

Assessing vulnerability of a system via indices, indicators and models has been recognised as an effective first 

step to design the system’s adaptation oprions. The island of Cyprus was selected as case study to examine the 

vulnerability of the country’s fishing shelters. The 16 fishing shelters found along the 320 km of the Cypriot 

coastline constitute an important asset for, not only the fishing, but also the touristic sector of Cyprus, since 

they are often used for berthing of touristic vessels too. The assessment of their vulnerability is important 

improve their resilience, especially under the imminent threats imposed by climate change. 

2. Methods – Tools

The methodological framework of this study is presented in Fig.1 and comprises 6 steps: i) visits in all 16 

shelters to assess their current condition, ii) responses of fishermen to already developed questionnaires 

regarding the shelter’s condition and the fisheries sector in Cyprus, iii) targeted interviews with representatives 

of the port authorities in Cyprus, namely the Cyprus Port Authority and the Department of Fisheries and Marine 

Research. These first 3 steps not only constitute the first comprehensive database for the fishing shelters of 

Cyprus, but their results also feed the subsequent 3 steps namely: iv) the development and scoring of 4 

vulnerability sub-indices (physical, environmental, infrastructural, socio-economic), v) the compilation of the 

4 sub-indices into a complex vulnerability index (VI) and vi) the ranking of the shelters according to the score 

of their VI. The variables of the 4 sub-indices are scored for each shelter with a discrete value from 1 to 3 with 

representing low, medium and high vulnerability (1, 2 and 3 respectively). When available, these scores are 

based on the quantitative assessment of the variables, otherwise a qualitative scoring is performed. For 

instance, the distance of all shelters from Natura 2000 sites (variable of the environmental sub-index) is 

quantified and the distances are ranked in 3 scales, representing a different level of vulnerability. On the other 

hand, the type of road network (variable of socio-economic sub-index) is qualitatively assessed and scored 

accordingly. The VI is estimated with Eq. (1) obtained from Kontogianni et al., 2018. However, the novelty of 

this study lies on the fact that the variables are not scored through literature review but via consideration of the 

on-site visits, questionnaires and interviews, hence accurately representing the real-time conditions of the 

examined shelters. 
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Fig. 1. Steps of the proposed methodology for the estimation of the shelters’ vulnerability index (VI) and their respective ranking. 

𝑉𝐼 = 𝑤𝑝ℎ𝑦𝑠 ∗ 𝑛𝑜𝑟𝑚 (∑ 𝑝ℎ𝑦𝑠

1

𝑛

) + 𝑤𝑒𝑛𝑣 ∗ 𝑛𝑜𝑟𝑚 (∑ 𝑒𝑛𝑣

1

𝑛

) + 𝑤𝑖𝑛𝑓𝑟 ∗ 𝑛𝑜𝑟𝑚 (∑ 𝑖𝑛𝑓𝑟

1

𝑛

) +  𝑤𝑠𝑜𝑐−𝑒𝑐

∗ 𝑛𝑜𝑟𝑚 (∑ 𝑠𝑜𝑐 − 𝑒𝑐

1

𝑛

)  (1) 

where the norms are the normalized aggregated values for the 4 sub-indices, and the wphys, wenv, winfr, wsoc-ec 

denote the weights for the 4 sub-indices. In this study, the weights are equal for all indices. 

3. Results – Conclusions

The results of the complex VI indicate that the shelters of the western part of the island are more vulnerable 

compared to the ones located in the southern and south-eastern part. In particular, the shelters of Ag. Georgios 

and Pafos (marked as1 and 2 in Fig.2 respectively) are the most vulnerable, with high scores of vulnerability 

in 3 out of the 4 sub-indices (i.e. all except for the environmental sub-index). The reason for this result is their 

remote location, high wave heights and lack of repairs. On the other hand, in the southern and south-eastern 

part, funding was allocated for repairs and improvement of the shelters, thus demonstrating lower vulnerability. 

Fig. 2. Complex VI for the 16 fishing shelters of Cyprus. 

The results of the case study show that the proposed index is capable of not only providing the policy- and 

decision-makers with information about the overall VI of the shelters, and the factors leading to this VI, but 

also about the importance of the on-site visits and stakeholders’ engagement in the process of vulnerability 

assessment. Without this components, the assessment lacks real-time information that actually reflect current 

vulnerability. For this reason, the VI constitutes a powerful tool for the stakeholders in their effort to design 

adaptation pathways, allocate funds and prioritize interventions. 
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ABSTRACT 

Integrated Coastal Zone Management (ICZM) policies require a comprehensive evaluation of the complex 

coastal spatial and temporal characteristics. Stresses induced by natural hazards, human forces and the ever-

changing climate are inherently linked with the coastal vulnerability concept that is elaborated through the 

employment of multi-faceted ICZM practices. Currently, advances in Geographic Information System (GIS) 

applications enable detailed examination and visualization of the output produced by coastal vulnerability 

analyses. The present paper pursues to promote advances for assessing coastal vulnerability by investigating 

segregation of distinct areas identified along a coastal zone into sub-sections and classification of vulnerability 

parameters aiming at applying a GIS-based multi-area approach. Towards this, the case study of the Coastal 

Zone of the Municipality of Thivaion, located at the Northeastern Corinthian Gulf of central Greece is 

examined. This zone encloses six (6) areas of particular interest where vulnerability assessment is prerequisite 

in terms of a powerful ICZM program. The study allows for robust vulnerability assessments that help decision 

makers to undertake ICZM actions. 

1. Introduction

Coastal areas are challenged with maintaining the brittle balance of the interactions arising from natural, 

environmental and human-induced pressures, as well as the ever-changing climate. Decision-makers pursue to 

manage these conflicting factors by developing powerful Integrated Coastal Zone Management (ICZM) 

strategies that are focused on investigating coastal vulnerability and susceptibility to disturbances. In fact, 

assessing vulnerability of coastal zones is a complex task that requires a multi-dimensional understanding of 

the dynamic characteristics of coastal systems. Current practices (e.g. Ružić et al., 2019) applied for assessing 

coastal vulnerability are established upon principal research that encloses the estimation of physical and socio-

economic parameters. Given that vulnerability assessment has evolved to a mature science, advances that 

improve existing methodologies, are a prerequisite to enhance ICZM practices. Therefore, this paper is focused 

on promoting a flexible multi-area approach that enables a detailed vulnerability assessment for ICZM of 

coastal zones that consist of various areas of particular interest. The approach includes further segregation of 

the distinct areas as well as application of various classification techniques of the vulnerability parameters. 

2. Methodology

To implement a holistic ICZM program for managing various areas that belong to a single authority, the 

approach presented herein refers to the establishment of a comprehensive vulnerability framework that seeks 

to examine the multiple stressors influencing each distinct coastal area while investigating their spatial and 

temporal dependency. Towards this, further segregation of each area is required for a detailed analysis to 

address the physical (e.g. hydrological and geomorphological features, wave climate and sediment transport), 

environmental (e.g. distances from critical habitats) and socio-economic (e.g. land use) discrepancies identified 

along the areas under investigation. Thereafter, estimation of vulnerability parameters is applied individually 

for all defined sections after gathering all the necessary information through monitoring approaches, field 

measurements, inventory and existing databases, as well as conducting relative data analyses (e.g. numerical 
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simulations, statistical and Geographic Information System - GIS analyses, etc). To produce an adjustable 

vulnerability metric system for scoring the estimated parameters while considering the different spatial scales 

where vulnerability assessment methodologies can be applied, advanced analyses are implemented to 

investigate values distributions and apply classification techniques incorporated into GIS-based visualization 

procedures. 

3. Applications and results

Within the context of the present research, the case study of the coastal zone of the Municipality of Thivaion 

located at the Northeastern Corinthian Gulf of central Greece was examined. The coastal zone under 

examination, which consists of separate coastal systems, belongs to a single regional management authority, 

where development policies are currently promoted in terms of facilitating an effective ICZM. Six (6) distinct 

areas of particular interest have been identified at the zone under investigation and, consequently, multi-area 

vulnerability assessment approaches are essential to achieve a holistic ICZM program. These areas are further 

divided into 25m-length sub-sections for a detailed vulnerability analysis aiming at further investigating the 

physical, environmental and socio-economic discrepancies identified along the individual coastlines. 

Two (2) classification approaches are presented herein to investigate the importance of applying proper scoring 

scales for a GIS-based visualization of the vulnerability parameters: a) quantile approach where each class 

includes approximately the same number of estimated values and b) equal interval approach where the range 

of values for each individual class is the same. Fig. 1 illustrates, indicatively, the vulnerability results for the 

parameter of significant wave height for Sarantis Beach, which is one of the 6 areas of particular interest of 

the coastal zone of the Municipality of Thivaion. The outcome indicates that vulnerability assessment results 

vary depending on the classification method. 

Fig. 1. Vulnerability of Saranti Beach in terms of the significant wave height for two classification approaches: a) quantile and b) equal 

interval. 

4. Conclusions

The overall investigation highlights the significance of implementing detailed vulnerability assessment 

approaches for ICZM of multiple distinct areas since the multi-dimensional conflicting stressors affect coastal 

areas in different ways. Moreover, engaging advanced procedures for classifying and scoring estimated 

parameters tackles the difficult task of producing a reference system for assessing coastal vulnerability. 
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ABSTRACT 

This study aims to develop a model to explore the emerging morphological development of anthropogenic 

shores. We extended an existing Cellular Automata model for the combined development of Dunes, Beaches 

and Vegetation (DuBeVeg) by including longshore sediment transport and coastline retreat, sand armouring 

of the beach, and the formation of beach scarps due to wave action. These processes were combined with 

aeolian, hydrodynamic, groundwater, and vegetation dynamics that were already represented in the model. 

The extended model was evaluated for a schematized version of the Sand Motor, a mega-nourishment in front 

of the Dutch coast.  The simulated scale and types of dunes compared well with the real dunes that have 

developed on the Sand Motor since its construction in 2011. These preliminary results show that the extended 

model can represent the development of mega-nourishments realistically and can be used to assess the goals 

of such anthropogenic shores for different configurations and scenarios. 

1. Introduction

Nature-based solutions have been applied at sandy coastlines for several decades, by continued sand 

nourishments for maintaining coastal flood protection. This is especially the case in The Netherlands, where it 

has been national policy to maintain beaches and dunes by regular sand nourishments. Recently, the scale of 

sand nourishments has been upscaled by several orders of magnitude, significantly modifying the original 

coastal landscape (i.e. creating Anthropogenic Shores (AS)). Examples of such mega nourishments are the 

Sand Motor and Hondsbossche Dunes at the Dutch coast. Cellular Automata (CA) models are a promising tool 

to study the beach-dune morphology that emerges at such mega-nourishments from the combined effects of 

aeolian processes, hydrodynamics, groundwater dynamics and vegetation dynamics, as well as the biophysical 

interactions between these processes. However, a realistic representation of the development of mega-

nourishments with CA models is not yet available as some relevant physical processes for AS have not been 

incorporated yet in CA. 

2. Methodology

The Sand Motor (SM) (de Vriend et al., 2014; Stive et al., 2013) is used as a case study for the extension of 

the DuBeVeg model to simulate the development of this AS over its first decade after construction. The SM 

is an example of an AS where the coastal landscape was significantly changed by a one-off local mega-

nourishment. The SM is a feeder-type nourishment, forming a temporary coastal feature that will evolve freely 

and will disappear over time while feeding the adjacent coastline and dunes through natural sand transport 

processes.  

The DuBeVeg model needed adaptation for its application to AS. In previous implementations of DuBeVeg, 

the beach was considered in an equilibrium state. Therefore, longshore variations of the beach morphology 

were not considered. However, AS are characterized by a non-equilibrium planform shape and a longshore 

variability of the morphology. To include this longshore variability and to simulate shoreline retreat of mega-

nourishments, the analytical solution of the Pelnard-Considere diffusion equation was integrated in DuBeVeg 

(Arriaga et al., 2017). This equation imposes shoreline diffusion according to a Gaussian function, following 

the observed evolution of the shoreline of the SM (Roest et al., 2021). The diffusion rate of the shoreline varies 

with time depending on the initial shoreline shape and the diffusion coefficient. The diffusion coefficient 

depends on the local wave climate and the depth of closure, for this model we used the observed diffusion 

coefficient for the SM of 0.022 m2/s (Arriaga et al., 2017).  
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Another process relevant for the development of AS but not yet considered in DuBeVeg is scarp formation of 

elevated nourishments. Scarps are formed in the cross-shore direction because of the steep slope of the newly 

created beach profile and the elevated height of the berm. Ongoing wave dynamics erode the seaward side, 

causing a vertical difference between the eroding shoreface (now at mean sea level) and the high berm. Scarps 

are observed at the SM during summer conditions, when wave conditions are mild. These scarps are eroded in 

winter due to increased storm surges (van Bemmelen et al., 2020). Scarp formation was represented in 

DuBeVeg by lowering the cross-shore profile below surge levels with an equilibrium profile that is less steep 

than the angle of repose. Then, a vertical scarp results from the connection between the remaining berm and 

the eroding shoreface. The angle of repose determines the final shape of the scarp. 

Lastly, the use of an offshore sand supply for mega-nourishments is relevant for the aeolian dynamics. Coarser 

shell material in the nourished sand gets exposed when the finer sand is transported away, forming an armoured 

layer at the surface of the mega-nourishment. This armouring was included in DuBeVeg by reducing the 

probability of erosion of the area where offshore sand was originally deposited. This effect was applied to the 

original surface of the nourishment and below. New sand deposits were schematized to have a higher 

probability of erosion, comparable to the original beach. 

3. Preliminary results & outlook

The preliminary results show that the processes added to the model, combined with the previously included 

processes, can produce realistic predictions of the development of the SM. The Gaussian function that is 

implemented to represent longshore transport successfully represents the retreat of the SM in a 10-year 

simulation (Fig. 1). The simulated retreat of the shoreline at the center of the mega-nourishment was 360 m, 

while the observed retreat was 390 m. Dune shapes, dimensions and spacing simulated with the extended 

DuBeVeg model also agree with the dune formation observed at the SM over the past 10 years. The initial flat 

surface is transformed into a Nebkha-dune landscape, with simulated embryo dune lengths ranging from 2 to 

10 m and heights of up to 1 m (Fig. 2). These results indicate that the extended DuBeVeg model can be used 

to effectively simulate the morphological development of mega-nourishments. The model can thus be used to 

assess the realization of the intended goals of mega-nourishments for different configurations and scenarios, 

e.g. permanent vs. transient nourishments, or different heights and dimensions of the initial nourishment.

Fig 1. (a) Initial topography, (b) final topography after a 10-year simulation. 

Fig 2. Model output of the simulated dune field. Photo inserts show similar dune shapes observed in the field. 
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ABSTRACT 

We propose a novel formula to predict the sediment pickup rate over plane beds for both low and high flow 

conditions. Starting from Van Rijn’s (1984) model, improvements are made to resolve two weaknesses, i.e. 

(1) its low accuracy under high-flow conditions and (2) its prediction of zero pickup for 𝜃 < 𝜃𝑐𝑟, this not

matching observations. Our formula, not relying on the shear-excess concept, has been developed by using

Genetic Programming (GP) on a wide experimental database built from the published literature. Our formula

improves predictions of literature ones.

1. Introduction

The sediment pick-up rate, Pr, is defined as the sediment particles, in volume or mass, eroded per unit bed area

and time (Cheng, 2016) and can be made dimensionless as follows: ∅𝑃𝑟 =  𝑃𝑟 𝜌𝑠((𝑠 − 1)𝑔𝑑50)0.5⁄ , where

𝑠 = 𝜌 𝜌𝑠⁄  is the fluid to sediment density ratio, 𝑔 is gravity acceleration and 𝑑50 is the mean sediment diameter.

Because of the complexity of the turbulence structure and fluid-particle interactions involved in the 

entrainment and deposition processes, a complete theoretical description of the particle pickup process is not 

yet feasible (Emadzadeh and Cheng, 2016; Van Rijn, 1984). Therefore, experimental research has been 

exploited by many researchers to predict the pickup rate under different bed and flow conditions such as low-

velocity flows (�̅� ≤ 1.5𝑚/𝑠) (Van Rijn, 1984) and high-velocity flows (�̅� > 1.5𝑚/𝑠) (van Rijn et al., 2019). 

Many studies, like those proposed by Van Rijn (1984, 2019), represented the pickup rate based on the 

dimensionless transport-stage parameter 𝑇 = ((𝜃 −  𝜃𝑐𝑟)  𝜃𝑐𝑟⁄ ) , where 𝜃𝑐𝑟(= 0.047) is the critical Shields

parameter. Recent literature suggest some inadequacy of shear-excess-based formulae, which predict zero 

pickup rate for stresses below the critical one (e.g. Camenen and Larson, 2005; Cheng, 2016). On such grounds 

some new formulae are being proposed, which do not rely on a critical shear stress. 

Among them, of some interest, also because simple to use in depth-averaged solvers, is that by Cheng and 

Emadzadeh (2016) who proposed a pickup function for the plane bed conditions based on the densimetric 

Froude number 𝐹𝑟∗
 = �̅� √(s − 1)𝑔𝑑50⁄ , which is defined based on the depth-averaged velocity �̅� and the

dimensionless particle diameter 𝑑∗. Table 1 summarizes some well-known formulae used to predict ∅𝑃𝑟 over

plane beds. 

Table 1. Some formulae for the dimensionless pickup rate 

Van Rijn (1984) ∅𝑃𝑟 = 0.00033  𝑑∗
0.3𝑇1.5 Eq. 1 

• This formula is empirical and valid for plane beds. No pickup is 

possible for 𝜃 ≤ 𝜃𝑐𝑟 and it is suited to low-flow conditions, with

velocities in the range of 0.5-1.5 m/s for various types of sand with

𝑑50 values in the range of 0.1𝐸 − 3 to 1.5𝐸 − 3𝑚.

Cheng and 

Emadzadeh (2016) 
𝜙𝑝𝑟 = 0.0001 𝑑∗

2.5𝐹𝑟∗exp (− 40 𝐹𝑟∗⁄ ) Eq. 2 
• This formula, developed from experimental data collected over a 

plane channel bed, makes no use of thresholds. 

Van Rijn (2019) 
∅𝑃𝑟 = 0.00033  𝑓𝐷 𝑑∗

0.3𝑇1.5

𝑓𝐷 =
1

𝜃
  𝑖𝑓 𝜃 > 1.0 

Eq. 3 

• This formula is valid for clean, sufficiently dense packed sand 

without clay and a porosity in the range of 0.4 ± 0.03. 

• 𝑓𝐷 is a damping factor that takes all additional effects occurring in the 

high-velocity range (�̅� > 1.5𝑚/𝑠) into account. 

2. Materials and methods

To get a new formula that does not rely on use of exceedance of a threshold we: 1) start from Van Rijn (2019)’s 

formula and assume 𝜃 > 𝜃𝑐𝑟, thus removing the threshold at the numerator of the transport-stage parameter,

2) balance this approximation by means of a suitable adaptation of the resulting formula, written in terms of

𝑑∗ and √𝜃 𝜃𝑐𝑟
3⁄ , to a very wide set of experimental data. Such adaptations have been performed by means of

the GP approach, while the data have been extracted from some published literature, namely, Van Rijn (1984) 

and Cheng and Emadzadeh (2016). 
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3. Results

The formulae of Eqs. (4&5) below have been developed for both low and high flow conditions over plane bed 

using GP: 

∅𝑃𝑟 =  0.000001102 ln(𝑑∗) √𝜃 𝜃𝑐𝑟
3⁄

2
when 𝜃 ≤ 1.0 (4)

∅𝑃𝑟 =  0.00035 𝑑∗
0.5√𝜃 𝜃𝑐𝑟

3⁄
0.75

when 𝜃 > 1.0 (5)

Fig. 1 illustrates the performances of the formulae appearing in Table 1 and of our new formula in predicting 

∅𝑃𝑟. Although Van Rijn’s equation performs satisfactorily when 𝜃 ≤ 1.0, it largely overpredicts the pickup

rate for the data out of such range (see Fig. 2). Statistical indices, such as Root Mean Square Error (RMSE), 

Scatter Index (SI) and Correlation Coefficient (CC) have been used to gauge the performances of all models. 

Such indices show that the newly developed formula provides significantly better predictions than the available 

ones. 

GP; Eq. 4 

(CC=0.92, RMSE=0.0018, SI= 54.33%) 

Van Rijn (1984); Eq. 1 

(CC=0.93, RMSE=0.0017, SI=53.85%) 

Cheng and Emadzadeh (2016); Eq. 2 

(CC=0.74, RMSE=0.0014, SI=101.21%) 

Fig. 1. Performances of different equations in predicting the dimensionless pickup rate for low-flow conditions (𝜃 ≤ 1.0); red solid line is fit line 

GP; Eq. 5 

(CC=0.71, RMSE=0.042, SI= 25.85%) 

Van Rijn (2019); Eq. 3 

(CC=0.55, RMSE=0.654, SI=475.13%) 

Cheng and Emadzadeh (2016); Eq. 2 

(CC=0.44, RMSE=1.138, SI=826.28%) 

Fig. 2. Performances of different equations in predicting the dimensionless pickup rate for high-flow conditions (𝜃 > 1.0); red solid line is fit line 

4. Summary and conclusions

A new sediment pickup rate formula is proposed that does not rely on the shear-excess concept, this making 

its use simpler and results closer to observations, particularly for high-flow conditions. Work is underway to 

extend the range of validity of the proposed formula. 
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ABSTRACT 

1. Introduction

Most studies that use numerical models for wave-resolved morphodynamics in the swash zone, use depth-

averaged models. These models typically represent system variables such as flow velocities and sediment 

concentrations in a depth-averaged or depth-integrated way. Such models then either assume a uniform vertical 

profile, or some other pre-determined vertical profile shape. Previous research using such models has shown 

that they can reproduce the depth-averaged hydrodynamics very well. However, in terms of sediment transport 

and morphodynamics, these models often have difficulty reproducing the sediment transport and 

morphodynamics (e.g. Mancini et al., 2021; Ruffini et al., 2020). 

In order to investigate the importance of the aforementioned vertical structures, we have developed a depth-

resolving CFD (computational fluid dynamics) model suitable for modelling sediment transport and 

morphodynamics in the swash zone. The model uses the Reynolds Averaged Navier-Stokes (RANS) equations 

and a Volume of Fluid approach and 𝑘 − 𝜔 turbulence model for hydrodynamics, and includes formulations 

for bedload, suspended load transport, and bed evolution. More details about the model implementation and 

validation is presented at the IAHR world conference (Kranenborg et al., 2022). 

2. Methodology

To investigate the importance of vertical structures, we focus on the suspended sediment flux. The cross-shore 

flux of suspended sediment 𝑭 is defined as 𝑭 =< 𝒖𝒄 >, where 𝒖 and 𝒄 are the depth-resolved velocity and 

sediment concentration, and <. > defines the operation of vertically integrating a quantity over the water 

column. We can also define an alternative flux approximation 𝑭𝒖, which is defined as 𝑭𝒖 =< 𝒄 > 𝑼, where

𝑼 is the depth-averaged velocity. In effect, 𝑭𝒖 represents the flux that assumes a uniform vertical distribution

in the velocity and sediment concentration. We further define the error between the real flux and the uniform 

approximation as 𝒆 = 𝐚𝐛𝐬(𝑭𝒖 − 𝑭).

We use the RESIST experiments, as specified by van der Zanden et al., (2019), as a scenario for the model. 

These experiments featured a 1:15 beach consisting of sand with 𝑫𝟓𝟎 = 𝟎. 𝟐 𝐦𝐦 and bichromatic waves with

a maximum amplitude of 𝑯 = 𝟎. 𝟔𝟒 𝐦 and an effective short-wave period of 𝑻 = 𝟑. 𝟕 𝐬. The waves signal 

was designed in such a way that the signal repeated itself every 29.6 seconds. In the analysis below, we look 

at the time-averaged quantities over three repetition periods, denoted as <. >𝑻.

3. Results and outlook

Figure 1 shows the fluxes of suspended sediment as predicted by the model. Panel a) shows that the fluxes, 

averaged over three repetition periods, presents a large difference in the swash zone. Here, the uniform 

approximation 𝐹𝑢 overpredicts the backwash transport compared with the actual flux 𝐹. This is also shown in

the error e which is large at this position. Panel b) shows that this is at a cross-shore position where a relatively 
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thin sediment layer features very high sediment concentrations. Interestingly, the uniform assumption seems 

to work well in the breaker zone (around 𝑥 = 60 − 65 m), where clear vertical structures seem present. 

The results suggest that depth-averaged models might overpredict sediment transport in the swash due to the 

vertical dependence of the velocity and sediment concentrations. The overprediction possibly results from the 

sediment concentration being higher closer to the bed, where the flow velocities are lower due to the bed 

proximity. At the conference we will present our findings in more detail, elaborating on how these vertical 

structures in sediment concentration and velocity behave at different stages in the swash. 

Fig. 1. Panel a) shows the time-averaged fluxes 𝑭, 𝑭𝒖 and the error 𝒆 between them. Note that the definition of e is the time-averaged

absolute difference and not merely the difference between 𝑭 and 𝑭𝒖. Panel b) shows the time-averaged cross-shore sediment flux in the

model domain. 
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ABSTRACT 

This work presents a numerical investigation of multiple swash events using the Nonlinear Shallow Water 

Equations (NSWEs) to study the swash-swash interaction processes and their impacts on the beachface 

evolution. The multiple swash events are generated by identical solitary waves at the seaward boundary 
separated by various time intervals to achieve different swash-swash interactions. The results show that the 

weak swash-swash interaction allows the previous swash event to be nearly completed with substantial 

offshore sediment caused by the backwash flow leading to considerable erosion in the middle swash zone, 

and deposition in the lower swash zone. While in the strong swash-swash interaction, the incoming flow of 

subsequent wave interacts with the previous backwash flow, which reduces the offshore sediment transport, 

resulting in much less erosion in the upper and middle swash zone and less deposition in the lower swash 

zone.  

1. Model development

The governing equations are the one-dimensional (1D) NSWEs, the Exner equation, and suspended sediment 

advection equation in which bed and suspended loads due to bed shear stress are included.  

𝜕ℎ

𝜕𝑡
+ 𝑢

𝜕ℎ

𝜕𝑥
+ ℎ

𝜕𝑢

𝜕𝑥
= 0 (1) 

𝜕𝑢

𝜕𝑡
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= −
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ℎ
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𝜕𝑥
=

1

1−𝑝
(𝑤𝑠𝑐 − 𝑀𝑢2) (3) 

𝜕𝑐

𝜕𝑡
+ 𝑢

𝜕𝑐

𝜕𝑥
=

1

ℎ
(𝑀𝑢2−𝑤𝑠𝑐) (4) 

where 𝑡 – time [s], 𝑥 – cross-shore distance [m], ℎ – water depth [m], 𝑢 – depth-averaged horizontal velocity 

[m s-1], 𝐵 – bed level [m],  𝑔 – acceleration due to gravity [m s-2], 𝑐𝑑 – dimensionless drag coefficient [-],  𝐴
– bed mobility parameter [s2 m-1], 𝑝 – bed porosity [-], 𝑤𝑠 – settling velocity [m s-1], 𝑀 – suspended sediment

entrainment parameter [m-1 s], 𝑐 – suspended sediment concentration [m3 m-3].

The specified time interval method of characteristics (STI MOC) method is used to solve Eqs. (1)-(4) 

simultaneously. The reader is referred to Zhu and Dodd (2020) for more information on model development.  

2. Numerical simulation

We simulate multiple swash events driven by several identical solitary waves of height 0.6 m at the seaward 

boundary (𝒙 =  𝟎 m) over an erodible beach of 𝑨 = 𝟏. 𝟕 × 𝟏𝟎−𝟑 s2 m-1, 𝒘𝒔 = 𝟎. 𝟎𝟑𝟏𝟑 m s-1, and 𝑴 =
𝟏. 𝟗𝟑𝟔𝟖 × 𝟏𝟎−𝟒 m-1 s. The dimensionless drag coefficient 𝒄𝒅 = 𝟎. 𝟎𝟏. The beach consists of a flat part and a

sloping part of slope 𝐭𝐚𝐧 𝜶 = 𝟏/𝟏𝟓, starting at 𝒙 = 𝟒 m. At 𝒕 = 𝟎 s, water is still of free surface 𝜼 = 𝒉 +
𝑩 = 𝟏 m.  

The time interval 𝑇𝐼 between consecutive solitary waves is varied to achieve different swash-swash

interactions. Two time interval 𝑇𝐼 values between consecutive solitary waves are used: 𝑇𝐼 = 6.39 s gives strong

swash-swash interactions, and 𝑇𝐼 = 28.73 s gives weak swash-swash interactions, in which there are almost

no swash-swash interactions. 
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The bed changes after two weakly interacting, and two strongly interacting waves are shown in Fig. 1 (also 

shown are the bed changes after one such wave). The weak interactions allow the backwash bore to develop, 

which creates the bed-step in the lower swash. Bed-load creates the bed-step, and is responsible for the intense 

erosion centered at the initial shoreline; suspended load dominates deposition seaward of the bed-step, creates 

a broader erosive region, also centered at the initial shoreline, and dominates deposition in the upper swash 

(uprush). In the weak interaction case, the bed change pattern after 2 waves is similar to that after 1 wave but 

with larger magnitude. 

For strong interaction, the absence of intense backwash leads to the absence of intense erosion in the lower 

swash and of the bed-step. Bed load contributes to a broad region of deposition, while suspended load causes 

a broad region of erosion in the middle and lower swash zone. Only a narrow deposition region near the 

shoreline is resulted from suspended load. Note that in this case there is still water covering much of the bed, 

with much sediment still suspended. After two strongly interacting waves bed change is very similar to that 

after one. 

Fig. 1. Bed changes after 1 and 2 waves (a), and the contributions by suspended load and bed load (b). In (b), solid line: suspended load, and 

dashed line: bed load. 

The bed changes after 10 waves are shown in Fig. 2(a), along with the contributions of bed- and suspended 

load (Fig. 2 (b)). Not only is the bed change larger for the weakly interacting event, but it is roughly equally 

distributed between bed- and suspended load. In contrast, bed-load dominates for the strongly interacting case. 

Fig. 2. Bed changes after 10 (a), and the contributions by suspended load and bed load (b). In (b), solid line: suspended load, and dashed line: 

bed load. 
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ABSTRACT 

1. Introduction

Morphodynamic processes are among the most complex ones to accurately simulate in the coastal zone. Their 

evolution depends on the combined effect of waves and currents, whose interaction becomes increasingly 

complicated when moving within the breaker zone and towards the swash. Morphological modelling nowadays 

has to present a wide array of available models that attempt to describe the involved processes at different 

spatial and temporal scales and at varying levels of detail. The interplay between the reliable representation of 

the aforementioned processes, the inclusion of the interactions with coastal structures, versatility and 

computational effort are the factors that eventually define each model’s usefulness in coastal engineering 

research and practice, with these factors weighted accordingly based on each application’s objectives.  

2. The modelling approach of an integrated coastal engineering model

Following a component-based modelling approach, an integrated coastal engineering model would consist by 

a wave module, a circulation module and a sediment transport / morphology evolution module. 

In this context, wave transformation in the nearshore, including the compound wave field near coastal 

structures, can be simulated satisfactorily by a model based on the hyperbolic-type mild slope equation. Such 

a model is described in detail by Karambas and Samaras (2017). Linear models like this one, though, are not 

capable of describing waves in the swash and, thus, could not represent processes that are essential for shoreline 

evolution. Hence the need for a nonlinear wave-induced circulation model, that would act as the “link” between 

wave dynamics and morphodynamics modelling. The depth and shortwave-averaged 2D continuity and 

momentum equations used for simulating nearshore currents in such a model are expressed as: 
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where Sxx, Syy, Sxy – radiation stresses (Copeland, 1985), h = d + ζ (d – water depth, ζ – mean water elevation), 

U, V – depth-averaged current velocities, νh – horiz. eddy viscosity coefficient, τbx, τby – bottom shear stresses. 

Focusing on the swash zone, it is critical to elaborate on the simulation of longshore sediment transport, as this 

process dominates local morphodynamics. There, the trajectory of the bore-front for obliquely incident waves 

follows a parabolic movement, in the direction of the net longshore flow per wave period. The mean longshore 

transport velocity UR at the shoreline is determined according to Baba and Camenen (2007) as:  

2 sinRU g R=  (4) 

where R = 1.6Hoξo – runup height (Ho – deep water wave height, ξo – Iribarren number), Θ – wave direction 

near the rundown point at depth d = R/4. Velocity UR is presumed constant within the swash zone, the width 

of which is considered as extending from d = R/4 (i.e., the rundown point) to d = −R (i.e. the runup point). 
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Accordingly, it should also be noted here that in the linear wave model, the water depth within the swash zone 

is considered to be constant and equal to R/4.  

The above mentioned velocity is indirectly introduced in the model by multiplying the radiation stresses in the 

swash zone by a factor as, based on the rationale that follows. Given that longshore velocity can be expressed 

analytically by Eq. (5), by assuming a linear variation of Ū the velocity at the shoreline can be approximated 

by Eq. (6); comparison of Eqs. (4)-(6) shows that the square of the ratio UR/ Ūs does not deviate significantly 

from an empirical factor, as, expressed as in Eq. (7). 

2.7 sin cos
2


 = b b bU gd (5) 

2.7 sin cos s

s b b b

b

d
U gd

d
  = (6) 

( )
0.21.816 /s o o oa H L = (7) 

where γ – breaking index, db, αb – water depth and incident wave angle at the breaking point, ds – water depth 

at the shoreline, Lo – deep water wavelength. 

Flooding due to wave setup can be simulated in the wave-induced circulation model using the “dry bed” 

boundary condition (Militello et al., 2004; details in Karambas and Samaras, 2017 and Samaras and Karambas, 

2021). The sediment transport model and the methodology adopted for morphology evolution modelling using 

this component based approach is described in detail in Karambas and Samaras (2017). 

3. Validation of the simulation of longshore sediment transport

The aforementioned approach is validated through comparison with the experimental measurements of Wang 

et al. (2002), who investigated surf-zone currents and suspended sediment concentrations at the USACE’s 

Large-scale Sediment Transport Facility. Experimental setup regarded a spilling and a plunging breaker case. 

Model results for the longshore sediment flux compare relatively well with measurements (better agreement 

for the spilling case), especially considering the characteristics of this approach. The model manages to capture 

the cross-shore distribution of the flux and to identify peaks’ locations, although it appears to underestimate 

values at the peaks and slightly overestimate them along the rest of the profile. 

Fig. 1. Cross-shore distribution of the longshore sediment flux for the spilling (left) and the plunging (right) breaker cases investigated in the 

experiments of Wang et al. (2002). Solid lines denote the presented model’s results and diamond symbols the measurements. 
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ABSTRACT 

Coastlines are exposed to external loads from the seaside e.g., due to impact from wind, waves and current. 

Storm events can result in severe erosion and affect the stability of the slope and coastal structures which 

eventually provokes a failure scenario and puts coastal structures at risk. The IPCC has identified the following 

coastal climate impact-drivers that are projected to increase in almost all reference regions: relative sea level, 

coastal flood and coastal erosion, where the response to ocean warming as a rise in sea level is expected to 

hold over decades or even centuries (IPCC, 2021). With an increase in wave energy and wave action, coastal 

zones need to be aware of possible impacts (Griggs & Reguero, 2021; Reguero et al., 2019; Taherkhani et al., 

2020). Vertical, impermeable seawalls pose a risk for erosion at the toe of the structure but also in the cross-

shore profile of the sediment bed further away from the structure. These highly reflective structures are mainly 

early approaches built with the purpose of sea defense but are not considered state-of-the art for coastal 

protection nowadays where more advantageous shapes or partly permeable types are favored. However, the 

study of the sediment transport processes associated with an artificial reflecting structure such as a seawall in 

contrast to the natural surf and swash zone can provide insight into the involved mechanisms and dominating 

factors. Moreover, this study evaluates a Shallow-Water-Equations (SWE) model with a non-hydrostatic 

pressure assumption for sediment transport modeling at the coastline while comparing it to results from a 3D 

Computational Fluid Dynamics (CFD) model. The case chosen in this study, a vertical seawall approached by 

irregular waves with experimental data from Fowler (1992), describes cross-shore sediment transport in a 2D 

scour scenario. The results are evaluated with focus on the initial and developing interaction between wave, 

sediment bed and structure, including the breaking point, wave run-up and resulting shear stresses leading to 

the erosive process. 

1. Numerical Model

Reliable numerical modelling of the erosion process can assist in the decision process for coastal management 

measures e.g. choosing locations of erosion protection structures. This study deploys the open-source code 

REEF3D. Within this framework, the 3D CFD model with free surface tracking and the 2D SWE model with 

a pressure extension is used. Both models rely on the same algorithm regarding sediment transport while the 

assumptions for the hydrodynamic model are very different since variables are depth-averaged and breaking 

waves cannot be directly represented within the SWE model. The intention behind the use of a SWE with a 

non-hydrostatic pressure profile is the vastly lower computational cost in comparison to the 3D CFD model 

which enables erosion modelling in a larger space and time scale while compensating the lack of vertical flow 

resolution to a reasonable degree with the hydrodynamic pressure extension. 

The sediment transport algorithm is calculated as a continuum where the bed elevation change is depicted by 

the Exner equation considering both bed load and suspended load where an equilibrium state results in no bed 

change. An excess shear stress formulation decides the bed load rate while an advection-diffusion equation 

governs the suspended load. The exchange between suspended and bed load is governed by an equilibrium 

concentration at the boundary. For sloping beds or eroded and steepened areas a shear stress reduction 

simulates the effect of the slope angles on the initiation of motion. An artificial sandslide is triggered for slopes 

reaching the angle of repose with an adjustment for the downhill / uphill effect regarding the flow direction. 

2. Setup

The experimental setup by Fowler (1992) consists of a flume with a sediment berm with a slope of 1:15. Fowler 

(1992) studied setups with different locations of the seawall. The current numerical study includes two cases: 
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a) Case 01 is the erosion validation case S10, where the seawall reflects the waves from the start of the wave

impact. The experimental data includes summarized results in terms of maximum scour depths and

corresponding locations of the seawall.

b) Case 02: For the evaluation of the runup and backwash process, a 2nd setup is investigated, without an

interference of a reflecting artificial structure, hence including a swash zone.

The results are evaluated regarding the differences and limitations resulting from the two basic numerical 

approaches used, the sediment transport process, bed shear stress, the wave breaking point, run-up and wave 

impact. 

2.1. Case 01: Exemplary results for the erosion validation case including a seawall 

Figure 1 and 2 show exemplary results for the erosion validation case S 10 with immediate wave impact on 

the structure. 

Fig. 1. Development of the sediment berm under wave action after t = 300 s with the CFD model. The geometrical setup and wave 

characteristics are according to the experiment of case S10 in Fowler (1992). 

Fig. 2. Comparison of the exemplary results for Case 01. The x-axis describes the distance from the seawall. top left: development of the 

sediment berm with the CFD model; top right: developed sediment berm with SWE; bottom right: SWE model with breaking indication 
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ABSTRACT 

In this work, a groundwater assessment of the coastal aquifer of Rhodope-NE Greece is provided under current 

and future climatic conditions. For this purpose, the FEFLOW software package is used to compile a model 

based on the regional hydrogeological conceptualisation, calibrate it in steady and transient state modes, and 

subsequently simulate the groundwater system flow for the period 2002-2019. The calibrated model is used to 

assess climate change impact on groundwater balance and level fluctuation with bias-corrected climate data 

for the periods 2031-2050 from RCA4 regional climate model driven by 3 different global circulation models. 

The results indicate that the fluctuations of precipitation are affecting groundwater recharge and consequently 

groundwater availability, despite the fact that groundwater recharge contribution to inflows is not high.  

1. Groundwater model setup

1.1. Conceptual model 

The Rhodope aquifer covers an area of approximately 180 km2 and the hydrogeological conditions of the wider 

area were investigated in the past by several researchers (among others Petalas and Diamantis, 1999; Petalas 

and Lambrakis, 2006; Petalas et al., 2009; Galazoulas et al. 2015). In general, two main aquifers can be 

identified. A shallow semi-confined aquifer with an average thickness of 35 m and of limited potential and, an 

underlain thicker one (50–100 m) which is confined and hosts the regional groundwater reserves. To 

implement the geometric configuration in the FEFLOW environment, we consider three (3) geological layers 

and four (4) computational slices. In total, the computational domain area is discretised by a finite element 

mesh of 2,008 nodes and 2,781 triangular prism elements. 

1.2. Steady-state model 

Fig. 1 shows the inflows-outflows and other boundary conditions applied in the model domain for the flow 

problem. Recharge (R=0.753 mm/d) corresponds to 5% of precipitation and together with the lateral inflows 

of 1 and 10 mm/d from neighbouring geological formations, they constitute the water inflow into the aquifer 

layers. A constant groundwater pumping of 1,567 m3/d per well from 90 wells in the aquifer represent 

sufficiently the actual water abstraction in terms of steady-state modelling. The south-west and south east 

boundaries of the aquifer interact with surface water bodies (sea or lagoon) and thus a constant hydraulic head 

boundary condition (H=0 m) is assigned. 

Fig. 1. Boundary conditions for the steady-state flow problem in the Rhodope aquifer 

R=0.753 mm/d

P=1,567 m3/d/well

90 wells
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To evaluate the model a sloping line comparative graph of simulated vs observed hydraulic heads at control 

points was constructed (Fig. 2), from where we can conclude that model results are in quite good agreement 

with field measurements (R2=0.83), and thus a reliable groundwater steady-state flow model for the Rhodope 

aquifer has been developed. 

Fig. 2. Sloping line comparative graph of simulated vs observed hydraulic heads at control points. 

1.3. Transient state model 

The calibration period for the transient model was 4 years and the simulated hydraulic head is compared against 

field observations to estimate the specific storage (Ss) coefficient for the lower aquifer layer (confined aquifer). 

More particularly, two runs of the model performed using uniform value of Ss, i.e. one run for Ss = 10-4 m-1 

and another run for Ss = 5x10-4 m-1. Based on this modelling exercise, we were able to identify the distribution 

of the specific storage coefficient, while at the same time the model performance was substantially improved. 

2. Climate change scenarios

In order to assess climate change impact on groundwater balance of Rhodope aquifer, climate data from state-

of-the-art Regional Climate Models (RCMs) runs under RCP4.5 emissions scenario were collected and bias-

corrected. More in detail, data from RCA4 RCM was used forced by 3 Global Circulation Models (GCMs), 

which were further corrected using the widely applied linear scaling and distribution mapping methods. The 

results demonstrate considerable variability in climate change signal depending on the GCM forcing the RCM. 

Nevertheless, the results demonstrate that the decreased groundwater recharge resulting from the decreased 

precipitation during drought periods, can affect groundwater availability, thus demonstrating the necessity for 

the development of climate change adaptation strategies, especially for the agricultural sector which constitutes 

the dominant groundwater user. 
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ABSTRACT 

The objective of this study is to provide an overview of local climate change over the Mediterranean (MED) 

area under the scope of the InTheMED project, EU funded in the framework of the PRIMA programme. Future 

precipitation and temperature projections are assessed until the end of this century for five different pilot sites, 

located in the MED region. To this end, the outputs of 17 Regional Climate Models under the RCP4.5 and 

RCP8.5 scenarios are used. For each pilot site, the raw climate model data were downscaled at each monitoring 

station location and bias-corrected on the basis of observations recorded in a 30-year historical period. The 

changes in the annual precipitation are heterogeneous across the five pilot sites: a negligible variation is 

expected for some areas and a decrease of up to 30% for others. On the contrary, a significant increase in 

temperature is expected for all sites, confirming the ongoing warming in the MED region. 

1. Introduction

InTheMED aims to implement innovative management tools and remediation strategies for inland and coastal 

aquifers in the MED basin with the aim to mitigate anthropogenic and climate change impacts. The analyses 

are performed considering five pilot sites, located between the two shores of the MED: Requena-Utiel (Spain), 

Tympaky (Greece), Castro Verde (Portugal), Konya (Turkey) and Grombalia (Tunisia). The present study 

provides future projections of precipitation and temperature in the five study areas under different scenarios. 

In particular, we made use of climate model data given by Regional Climate Models (RCMs) developed in the 

context of the EURO-CORDEX project (Jacob et al., 2014). Two scenarios, the so-called Representative 

Concentration Pathways (RCPs), adopted by the IPCC for the Fifth Assessment Report (AR5) were considered. 

In order to assess the uncertainty of the predictions, we adopted a multi-model approach in which different 

RCMs, which have a grid resolution of about 12.5 km, are downscaled from different General Circulation 

Models (GCMs, with a scale of hundreds of kms) to form a large ensemble of simulations. In the following 

sections, we describe the available historical and climate model data, the methods used to manage the historical 

series and perform the local downscaling and bias correction of climate models. Then, we present the main 

results and conclusions. 

2. Data and methods

The analysis is performed considering an ensemble of 17 climate models, which are a combination of different 

GCMs and RCMs, and the RCP4.5 and RCP8.5 scenarios. The climate model data need to be downscaled and 

bias-corrected on the basis of precipitation and temperature data recorded in a historical period in order to well 

represent the climate variability at the local scale; we made use of the data recorded in the 30-year historical 

period 1976-2005. The number of available rain and temperature gauges considered for each pilot site is 

reported in Table 1. Since a continuous set of observations is needed to perform the bias correction, the gaps 

in the observations were filled following the FAO method (D’Oria et al., 2017): the missing data are replaced 

using linear relationships between the data in the stations to be filled and the best correlated neighboring station 

119



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

that presents contemporary records. 

Table 1. Number of precipitation and temperature gauging stations for each pilot site. 

Requena-Utiel 

(Spain) 

Tympaki 

(Greece) 

Castro Verde 

(Portugal) 

Konya 

(Turkey) 

Grombalia 

(Tunisia) 

Precipitation station 8 2 60 18 6 

Temperature station 1 2 4 18 1 

Then, to obtain the climate model data at the gauging station location, we adopted an inverse distance 

interpolation method considering the nine RCM cells closest to the specific station. Finally, the climate model 

data have been bias-corrected using the Distribution Mapping method (D’Oria et al., 2017) so that their 

cumulative distribution functions, at monthly scale, agree with the ones of the observed data in the historical 

period. The same correction is then applied for the future projections. 

3. Results

The results indicate different precipitation changes in the future for the five sites. According to the annual 

mean, negligible or no variations are detected for some areas (Spain, Turkey, Tunisia), while moderate 

decreases are expected for Tympaky (Greece) and Castro Verde (Portugal). However, the inter-model 

variability often exceeds the mean variation in the projection period, denoting a large uncertainty in the future 

estimation of the precipitation. The analysis of the annual mean temperature denotes progressive warming in 

all the analyzed MED pilot sites. For the sake of brevity, Figure 1 reports the annual precipitation and the 

annual mean temperature for the Tympaky gauging station. A decrease in annual precipitation is expected in 

the future, more evident under the RCP8.5 scenario; the variability between the RCMs remains high. For the 

temperature, an evident increasing trend is shown for both scenarios. According to the median values, an 

increase in the mean temperature of about 1.5 °C is expected over the century under the RCP4.5 and of about 

5 °C under the RCP8.5. 

Fig. 1. Total annual precipitation (left) and annual mean temperature (right) in terms of 10-year moving average observed and simulated by 

the 17 RCMs under the RCP 4.5 and RCP 8.5 scenarios for the station Tympaky (Greece). 

4. Conclusion

In this study, we assessed the local climate change at five pilot sites in the MED region by means of 

precipitation and temperature projection until 2100. Regarding the annual precipitation, no systematic changes 

are expected in the future, but decreases are detected for some of the investigated pilot sites. On the contrary, 

all RCMs agree on the progressive increase in the annual mean temperature for all the case studies, especially 

for scenario RCP8.5. Further analysis will concern the computation of drought indices for some pilot sites with 

the aim to evaluate the impact of climate change on droughts and then water resources. 
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ABSTRACT 

The Mediterranean region has come up against the impacts of climate change during the last decades: increase 

of mean temperature and decrease of precipitation. In combination with the tendency of urbanization and 

augmentation in the needs of agri-food products, it causes direct and indirect increase in the water demand. 

Also, the anthropogenic pressure on surface water and groundwater sources has been intensified, as well.  In 

many cases, beside the overexploitation, the coastal aquifers face the saltwater intrusion problem, which could 

limit even more the groundwater resources Limited sources and augmented needs lead to competitiveness 

among the different water uses and the related stakeholders, respectively. At this point, conflicting issues could 

be mediated by using decision support systems by enabling the assessment of different alternative solutions 

based on mutually agreed, predetermined criteria, thus leading to transparency and rationalism in the decision 

– making process. The current work discusses the development of an innovative tool for decision aiding,

considering social, economic, and environmental criteria using a Fuzzy Inference System (FIS). The system is

being developed based on the Tympaki coastal aquifer study site, in Crete, Greece. Each one of the considered

criteria is separately approached with the suitable method: a cost – benefit analysis is elaborated for the social

and economic criteria and the multi-objective optimization technique is applied for the maximization of the

well pumping rates subjected to a specified value for the hydraulic head level at the observation locations to

mitigate saltwater intrusion, which is considered as the environmental criterion. An issue of great importance

that is raised is the heterogeneity that characterizes the criteria and the FIS is considered as a possible way to

combine them in the same scale of measurement.

1. Methods, Tools and Results

For the description of the current situation, different simulation approaches were used for the different criteria. 

In addition, climate change RCPs scenarios and the corresponding Shares Socioeconomic Pathways (SSPs) 

were explored. The socio-economic situation was evaluated using the Cost – Benefit Analysis coupled with 

Bayesian Decision Analysis. The WEAP model and a statistical model were used to provide the projections of 

scenarios on socio-economic factors. The FEFLOW groundwater simulation model was used for the 

environmental criterion. The model was used within the simulation – optimization procedure, where a piece-

wise linear optimization technique was used to maximize the pumping rates of the wells in the area, subjected 

to the hydraulic head level at the observation wells aiming at the mitigation of saltwater intrusion. 

1.1. The socio-economic analysis 

The socio-economic assessment analysis was used to evaluate two possible policies/actions: a) A0: use only 

groundwater and b) A1: Use surface water and implement aquifer recharge. If the probability of an action is 

known, the procedure continues with the Cost – Benefit Analysis; otherwise, the Bayesian Risk Analysis is 

used. Expected loss functions are expressed for the possible decisions and state of the goal function is provided. 

The optimal decision, in the Cost – Benefit Analysis is the action with the minimum expected value of the loss 

function, while in Bayesian Risk Analysis is the action with the minimum risk. Equation (1) shows which 

action is riskier. If R is positive, then the decision A1 is riskier than the decision A0 and thus, we need to 

redesign the mitigation measure. On the other hand, for negative values of R, we estimate the volume of ground 
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water needed to cover the water demands. In the Tympaki basin, for up to 15 over-pumping violations using 

scaled cost effects, action A1 is more affordable compared to action A0, involving aquifer recharge of 0.9 Mm³ 

(18%) plus 2 Mm³ (40%) from the reservoir to cover the needs, 1.1 Mm³ (22%) groundwater and 1 Mm³ (20%) 

wastewater treatment plant effluent for irrigation. For more violations the financial and environmental costs of 

the mitigation measure: aquifer recharge and surface water use are lower compared to groundwater use only. 

 R=R(A1)- R(A0)    (1) 

1.2. The optimal pumping schemes 

The simulation – optimization procedure consists of 3 components/sub-routines: a) the groundwater modelling, 

b) the construction of a response matrix based on iterative simulation runs of the groundwater model, and c)

the optimization of the pumping rates by using the response matrix. For the groundwater modelling,

discretization of the unconfined aquifer was applied using a triangular finite element mesh. There are 2 layers

and each one of them has 7670 elements and 3 slices with 3959 nodes for each slice. The depth of the model

comprises 130 m deep from the sea level for the unconfined aquifer. The pumping rates Qi were imported in

FEFLOW with daily time-step and with the values being different for the wet and dry season. For the

construction of the response matrix, at first place, the model was run for daily pumping rates equal to 0. The

results for the hydraulic head, HO, in the 11 observation wells (nodes) were collected and the model was run

again for 20 times, equal to the number of the pumping wells in the area. For each run, the pumping rate of a

different pumping well was disturbed as dQi and the corresponding results, Hj, were obtained. The response

matrix A was created as shown in Eq. (2) and was used for the linear optimization problems as in Eq. (3),(4),(5).

𝐴 =

𝜕𝐻1

𝜕𝑄1
⋯

𝜕𝐻1

𝜕𝑄20

⋮ ⋱ ⋮
𝜕𝐻11

𝜕𝑄1
⋯

𝜕𝐻11

𝜕𝑄20

(2) 

max ∑ 𝑞𝑖
20
𝑖=1 (3) 

Subjected to: 

ℎ𝑗 ≥ ℎ𝑟𝑒𝑓  , for 𝑗 = 1, … ,11 , where ℎ𝑗 = 𝐻𝑜 + 𝐴 ∗ (𝑄 − 𝑄𝑜) (4) 

and 0 ≤  𝑞𝑖 ≤ 𝑈𝐵𝑖 , 𝑓𝑜𝑟 𝑖 = 1, … ,20 (5) 

The same procedure is repeated until two consecutive optimum solutions converge to the same values. The 

simulation – optimization process has been implemented for the same ten-year period, 4/2010 – 3/2020, and 

for four different values of the hydraulic head constraint, href. The amount of groundwater savings was 35000 

m3/year for href = 6.5m. For, href = 6.25m the situation remained invariable, while for href = 6.75m and href = 7m 

an optimal solution could not be achieved.  

2. Discussion

The results of these analyses, as well as the input data will be used to train the FIS for different simulation 

periods, climatic scenarios and for all the different criteria to enable decision making for a wide spectrum of 

possible conditions and adaptation scenarios. With the development of the FIS, all the criteria can be fuzzified 

through a membership function and assigned with values between 0 and 1. Then, they will be overlayed and 

defuzzified, giving a single output for grading the different alternatives. In this way, it is expected that the 

evaluation of the different criteria in each alternative is standardized in the same scale and that the FIS acts as 

an easy-to-handle tool. 

Acknowledgements 

This work was developed under the scope of the InTheMED project. InTheMED is part of the PRIMA programme supported by the 

European Union’s Horizon 2020 research and innovation programme under grant agreement No 1923.  

References 

Karterakis, S. M., Karatzas, G. P., Nikolos, I. K., & Papadopoulou, M. P. (2007). Application of linear programming and differential 

evolutionary optimization methodologies for the solution of coastal subsurface water management problems subject to environmental 

criteria. Journal of Hydrology, 342(3–4), 270–282. 

Varouchakis, E.A., Palogos, I., Karatzas, G.P., 2016. Application of Bayesian and cost benefit risk analysis in water resources 

management. J. Hydrol. 534, 390-396. DOI:http://dx.doi.org/10.1016/j.jhydrol.2016.01.007 

122



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

Innovative and accessible tool to support groundwater management in the 

Requena-Utiel and Cabrillas-Malacara aquifers in Spain 

Vanessa A. GODOY1, Janire URIBE-ASARTA1, J.Jaime GÓMEZ-HERNÁNDEZ1 

1 Universitat Politècnica de València, Spain 

vaalde1@upvnet.upv.es 

j.uribeasarta@gmail.com

jaime@dihma.upv.es

ABSTRACT 

Random Forest, a machine learning algorithm, is used to construct a surrogate model of groundwater flow for 

the Requena-Utiel and Cabrillas-Malacara aquifers, in Spain. The objective is to provide an innovative, quick, 

open, and minimally accurate tool that allows managers and stakeholders to assess the impact of groundwater 

use and climate changes in the aquifers. The surrogate model has proven its versatility, ease of deployment, 

and high performance with very accurate approximations. In addition, it is a fast and easy-to-use method.  

1. Introduction

Sustainability of stressed aquifers requires the definition of management rules, which need good aquifer 

knowledge and stakeholder participation. Numerical models are tools frequently employed to understand the 

behavior of the aquifer and to support its management. Although many simplifications are made during the 

conception of a numerical model, its development and use are neither simple nor fast, making its use not 

accessible for stakeholders without technical knowledge in hydrogeology. Surrogate models are easy-to-use 

tools able to provide quick and precise answers to aquifer users at all technical levels. These models are built 

with artificial intelligence methods from several training cases considering possible ranges of variations in the 

inputs or outputs in the aquifer. Highly specialized knowledge is required at the building stage, however, once 

the model is built, it can be easily deployed on a webpage to replace the original numerical model. In this work, 

we use the artificial intelligence method Random Forest (Breiman, 2001) to build a surrogate model of the 

groundwater flow of the Requena-Utiel and Cabrillas-Malacara aquifers, in Spain, which were declared as in 

quantitative unsustainable condition by the Jucar River Basin Authority. The aim is to provide an innovative 

and accessible tool to support stakeholders and managers to assess the impact of possible changes in water 

extraction from existing wells and the impact of rainfall variations on the piezometric levels.  

2. Description of the surrogate model

The surrogate model was built in six steps: First, the groundwater flow of the study area was numerically 

modeled and calibrated using MODFLOW 2005 (Harbaugh, A.W., 2005) and FloPy (Bakker et al., 2016). The 

modeling was done using all available information from 1940 to 2016, with a monthly discretization. The 

aquifer was modeled as heterogeneous (by zones) for hydraulic conductivity and storativity, with three layers 

discretized into a regular mesh of square cells of 500 m x 500 m, obtaining a total of 37,719 cells arranged in 

127 columns, 99 rows, and 3 layers. Several recharge zones, aquifer-rivers interaction, irrigation return flows, 

and pumping wells were also considered. Second, a training data set was created by generating 100 

combinations of pumping rates and recharges. The recharge rate was assumed to take values in the range given 

by an oscillation of 40% above or below the average of the last ten years. Pumping extractions were considered 

to take values in the range given by one half to twice the average of the last ten years. For each combination, 

a numerical model was run and the results of the hydraulic heads at 100 selected locations were saved monthly 

from 2022 to 2051. At the end of this step, we had a training dataset with 36,000 elements, four predictor 

variables (month, year, multiplicative factor of recharge, and multiplicative factor of pumping rate), and 100 

target variables (hydraulic head at specified locations). Third, the processed data were shuffled and separated 

into 2 subsets to evaluate the model’s performance: 90% for training, and 10% for testing. Fourth, the dataset 

was trained (by feeding it with the 90% subset) and the Random Forest regression was implemented in Python 

by using the sci-kit-learn library (Pedregosa et al., 2011). For the sake of comparison, two other machine 
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learning methods were also implemented and evaluated: AdaBoost (Freund & Schapire, 1997) and XGBoost 

(Chen & Guestrin, 2016). Fifth, predictions were done at each specified location, and the results were 

interpolated over the whole study area. And sixth, the surrogate model was deployed via Flask on Heroku.   

3. Results

The performance of the surrogate model was obtained by evaluating the regression score and the mean square 

error for the testing subset data. The time needed to obtain a response when using the numerical or the surrogate 

models was also computed. Results shown that Random Forest, AdaBoost, and XGBoost performed similarly 

and presented high accuracy of the models against the training data. Random Forest, the method chosen to 

build the deployed surrogate model, not only presented high accuracy, but also the computational time was 

reduced by 557 times when compared to the time required by MODFLOW. Figure 1 shows a screenshot of the 

test version of the webpage (in Spanish) that could be used by the stakeholders to assess the impact of changes 

in pumping rates and rainfall on the piezometric levels.  

Fig. 1 Screenshot of the test version of the webpage (in Spanish) to predict piezometric levels. 

4. Final comments

The different surrogate models resulted in very similar and precise approximations in the ranges of inputs and 

outputs for which training data were generated. A test version of the webpage was built, which could be used 

by the different groundwater users to predict piezometric levels and assess the aquifer response. It was 

concluded that surrogate models are innovative, accessible, and powerful tools to support aquifer management. 
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ABSTRACT 

Geostatistics and geophysics can be successfully combined in interpretating the hydrogeological 

characteristics of an aquifer system. This work aims at the development of a set of plausible 3D geological 

models combining 1D and 2D geophysical profiles, spatial data analytics and geostatistical simulation 

techniques. The resulting set of models represents possible scenarios of the structure of the coastal aquifer 

system under investigation. and identify regions associated with higher uncertainty.   

1. Method

Groundwater resources in Mediterranean coastal aquifers are under threat from salt water intrusion and climate 

change. This situation is deteriorated by the absence of sustainable groundwater resources management plans. 

Management and monitoring of groundwater systems requires interpretation of hydrogeology. This work 

employs the development of a 3D geological model from geophysical data (Fig. 1) using geostatistical and 

simulation techniques such as 3D Kriging and Sequential Gaussian Simulation (SGS) to provide the structure 

of a coastal aquifer system. A geophysical survey provided cross sections profiles in the study area that were 

inverted to hydraulic conductivity and electrical conductivity information. Therefore, the inverted geophysical 

data were used to estimate the spatial distribution of the hydraulic conductivity and electrical conductivity in 

the study area. 

Fig. 1 a) Location map of geophysical measurements         b) Inverted hydraulic conductivity data in 3D

The modified Box–Cox technique was applied to transform the data close to normal distribution to allow the 

application of the SGS method. The sequential Gaussian simulation (SGS) is a stochastic approach for 

producing equiprobable realizations (maps) of spatial distribution of a variable on a grid by means of kriging 

methodology. Variogram analysis was employed to investigate the spatial dependence of the monitoring data, 

while the simulation analysis provided the spatial distribution of hydraulic conductivity considering the bounds 

of estimations uncertainty.  
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The SGS algorithm steps are outlined below as follows: 

(1) Examine if the original data follow normal distribution and apply transformation.

(2) A node at a specific location is randomly selected that has not been yet simulated.

(3) Apply 3D kriging estimation at the location and calculate the corresponding kriging variance.

(4) Draw a random value from the normal distribution, which corresponds to the simulated value.

(5) The newly simulated value is added in the dataset and the process moves to another location.

(6) Repeat the procedure above until there are no locations left.

(7) If needed, back transformation to the original data scale applies to all values.

2. Results

The proposed methodology exploited the spatial information from the geophysical survey on hydraulic 

conductivity values, to provide its spatial distribution in three dimensions inside the convex hull of the 

measurements (Fig. 2).  

Fig. 2 Hydraulic conductivity spatial distribution in 3D 

The resulting model will help to identify primary gaps in existing knowledge about the groundwater system 

and to optimize the groundwater monitoring network. A similar approach will be followed for the spatial 

analysis of the electrical conductivity data. A comparison with a numerical groundwater flow model will 

identify similarities and differences and it will be used to develop a typical hydrogeological model, which will 

aid the management and monitoring of the area's groundwater resources. This work will help the development 

of a reliable groundwater flow model to investigate future groundwater level fluctuations at the study area 

under climate change scenarios. 
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1. Introduction

Soil moisture is a hydrologic parameter of paramount importance in agricultural studies, as most services in 

agricultural ecosystems, such as water storage, food and fiber supply, water and climate regulation, are 

associated with its spatial and temporal variability (Novick et al., 2022). In order to describe the state of water 

in the soil two types of variables are required; volume of water and water potential.  

This study involves the development of an integrated monitoring programme of the above parameters, by 

utilizing an experimental agricultural farm of the Department of Agriculture of the University of Ioannina, in 

Western Greece (Arta). The various monitoring activities include: (i) vertical and spatial distribution of the 

volume and energy of water through the unsaturated zone; (ii) the continuous monitoring of groundwater level 

fluctuations; (iii) the design and development of a wireless network with several end-nodes within the field, 

that will facilitate the transmission of generated data from the sensors to a gateway which will act as a bridge 

between the monitoring infrastructure and the remote server. The communication protocol is LoRaWAN 

providing long-range, low-power consumption, low data rate and secure data transmission.   

2. Monitoring of soil water content

2.1. TDR sensors 

Conventional sensors for point measurements of soil moisture are installed in several locations within the field 

in order to provide wide distribution of soil water content in the upper decimeters of unsaturated zone, which 

is the soil water zone. However, unsaturated zone consists of several sub-zones, each of them hosting various 

hydrological processes and contributing to the water balance. Complex processes, such as downward 

movement of groundwater, return flow to the atmosphere via evaporation and plant root uptake (Kallioras et 

al., 2016), cannot be monitored with conventional sensors, which have predominantly been made to observe a 

particular process. Custom made time domain reflectometry (TDR) probes are installed at desired depths across 

the unsaturated zone, offering continuous monitoring of soil water content.  

2.2. Tensiometers 

In contrast to the soil volumetric water content, soil water potential -which is the sum of matric forces (adhesive 

and cohesive) and others (osmotic, gravitational and pressure)- is hardly measured in situ. This lack of 

observations and measurements incorporates large uncertainties into hydrological models, while most of them 

are based on pedotransfer functions (PTFs) to predict the parameters of water retention curve models, which 

relates matric potential (Ψs) to the volumetric soil moisture content (θ), using empirical equations directed by 

a limited set of soil properties. 

The reasons why Ψs is rarely measured systematically may be due the fact that no single instrument can capture 

the entire range of it and existing sensing systems have a lot of limitations. For the research activities of this 

study, conventional tensiometers will be used for measuring matric potential up to -90 kPa, which in 

combination with continuous measurements of θ, will grant a details about soil structure and hydrological 

processes.  
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2.3. Pressure plate apparatus 

Apart from in situ measuring of matric potential (Ψs), the pressure plate apparatus method will be used to relate 

soil moisture tension and the moisture content of soils. Due to the range measurement limitations of in situ 

techniques, implementing the pressure plate apparatus method is going to facilitate the determination of 

moisture – retention on large number of samples within the field. Furthermore, the compatibility of the 

different methods can be demonstrated.  

3. Monitoring of soil solution

3.1. Sampling lysimeters (porous suction cups) 

Additionally with modern and conventional sensing technologies for soil water content monitoring, soil 

solution sampling and analysis is being performed using porous suction cups installed on multi-level basis. 

Their use in different studies to collect soil water for analytical purposes is wide. In addition, campaign-wise 

undisturbed soil core sampling will be performed, in order obtain porewater quality profiles along the 

unsaturated zone after the application of tailored water extraction techniques.   

4. Data transmission facilities

According to the architecture of LoRaWAN network, the variety of sensors which are used in the experimental 

field for monitoring soil water content, groundwater level fluctuations and a climate station, are considered to 

be end nodes. End nodes or end devices send LoRa modulated wireless messages to the gateways. A gateway, 

an antenna which receives broadcasts from end devices and send data back to end devices, is installed in the 

vicinity of the field. The installed gateway is joined to a LoRaWAN Network Server, using a backhaul 4GLTE. 

The Network Server manages the gateway, the end-nodes and the applications in the entire network. In that 

way all the data monitored in the field are stored in a server, which facilitates their manipulation and the 

correlation between them.  

Some of the benefits of using LoRaWAN are the significant low power for the operation of the entire network, 

the long range of signal transmission and reception compared to technologies like WiFi, Bluetooth or ZigBee 

and the low cost of end nodes with the use of open-source software. In view of these assets LoRaWAN is well 

suited for sensors which operate in low power mode.  

In general, the application of wireless sensor networks for monitoring the majority of hydrological processes 

in the area of a field offers significant benefits, such as the deep understanding of dynamic processes, which 

could drive to the improvement of knowledge about the physical system. Also, the implementation of a 

wireless sensor network allows multi-parametric environmental monitoring and the storage of the data on a 

remote server, granting the opportunity even for real-time calculations, feeding hydrological models.  
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ABSTRACT 

The European research projects InTheMED and eGROUNDWATER share the aim of promoting innovative 

and sustainable management of the Mediterranean aquifers. One of the ways to achieve this objective is the 

creation of dynamic spaces in which all interested actors can cooperate, experiment and evaluate innovative 

ideas, different scenarios and new technologies on real cases of interest. In this regard, a living lab on 

improving groundwater governance, coordinated by the eGROUNDWATER team with the participation of 

the InTheMED team, was organized including all stakeholders who play a significant role in the management 

of the Requena-Utiel aquifer, which is a shared pilot site of the two projects. The aim of the living lab was to 

identify, together with stakeholders, problems and mitigation measures, and to evaluate possible strategies to 

satisfy the individual needs according to a sustainable use of the groundwater resources. 

1. Introduction

The management of aquifers all around the world is a challenging task that cannot be achieved without 

inclusive participation. The projects InTheMED and eGROUNDWATER are part of the PRIMA Programme 

and, among other things, have the complementary mission of implementing innovative, sustainable, and 

participatory management tools for Mediterranean aquifers to mitigate anthropogenic and climate-change 

threats. To do this successfully, the creation of new long-lasting spaces of social learning among different 

interdependent stakeholders, NGOs, and scientific researchers is crucial. A first step towards a participatory 

aquifer management has been taken in Requena, Spain, where a living-lab on improving groundwater 

governance took place on the 4th of March 2022 with the participation of 28 people related to groundwater 

use, protection, and research including environmental technicians, individual users, irrigation community 

representatives, researchers, Requena and Utiel City Hall personnel and an ONG member. The main objective 

of the living lab was to arrive at a diagnosis of the problem of groundwater unsustainability and perform a 

brainstorming exercise about possible measures, technological needs, and tool design. In this work, we share 

our experience on conducting such living-lab and explore its strengths and weaknesses regarding the mitigation 

of anthropogenic and climate-change threats.  

2. The living lab

Based on the information obtained during the year 2021 after some interviews with the stakeholders, the living-

lab was organized in three sessions as follows: 

In the first session, a successful case of irrigation advisory service in groundwater management in La Mancha 

Oriental aquifer, about 50 km far from Requena, was presented. It was shown that the adequate management 

of groundwater resources can reverse the bad quantitative condition of an aquifer, provides considerable 

savings to the farmer, and stabilizes or even recovers piezometric levels. At the end, such presentation caused 

an interesting discussion about groundwater distribution and availability and aquifer recovering after 

management strategies.  
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In the second session, the main objective was to identify the problems in groundwater management and 

distribution. The participants were divided in two groups for a balanced participation of stakeholders and each 

participant, individually, was invited to write on post-it notes the main problems related to the use and 

management of the groundwater in Requena-Utiel; these notes were placed on a large whiteboard for 

conceptual mapping (Figure 1a). Next, the main problems identified by all the participants were voted in a 

qualitative manner through a Likert scale, from very important to irrelevant for the management of 

groundwater. Finally, the two groups were put together to discuss the issues identified (Figure 1b). In this 

session, the problems mentioned by stakeholders were, among others, lack of (reliable) information about the 

aquifer, lack of studies of the aquifer and its piezometric condition, lack of control, risks related to groundwater 

quality in the future, slowness of the public administration, illegal wells, growing demand for water, production 

focused on quantity and not quality, the groundwater distribution is unfair (they think they could be allowed 

to use much more water than they are), and the complexity of the technical documents reporting the aquifer 

state. 

In the third session, the groups continued their discussion from the second session by brainstorming about 

possible measures to achieve a good condition of the aquifer, technological needs, and tool design. This session 

followed the same method as in the second session, but now the stakeholders wrote on post-it notes the 

solutions or measures to deal with the problems related to the use and management of groundwater in the 

Requena-Utiel aquifer. Finally, measures were voted in a double Likert scale, in terms of effectiveness (from 

very effective to counterproductive) and acceptability (from very acceptable to non-acceptable). At the end of 

the third session, the two groups were put together to discuss the measures identified. Stakeholders were very 

optimistic about the use of tools based on Information and Communication Technologies (ICTs) to help 

manage the aquifer, such as web pages or mobile applications. They also mentioned the importance of remote 

sensing in the correct management of irrigated areas and stressed the value of the detailed study of the aquifer, 

with modern tools. They demanded more control of the private wells by the Jucar River Basin Authority. And 

finally, they cited the need for more didactic and summarized technical reports and presentations, since they 

are very interested in understanding more about the real state of the aquifer 

Fig. 1. a: Problems in the groundwater management and distribution identified by the participants. b: The two groups of 

participants sharing the results of the second session. 

3. Final comments

Although many participants agree that it is necessary to create more participatory spaces, study the aquifer 

more in detail, know its capacity, use ICT-based tools, and disseminate the information in a clear and simple 

way, there was no consensus on the bad quantitative condition of the aquifer. On the one hand, the main 

strength of the participatory workshop was the intense participation of stakeholders and their willingness to 

collaborate with the management of the aquifer. On the other hand, the contradictory speeches about the 

condition of the aquifer showed that the main weakness of this process was the lack of prior and reliable 

knowledge about the aquifer, due to the complexity of the reports on aquifer state.   
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ABSTRACT 

Basin-scale hydrological modeling is an essential tool for the management of water resources, particularly in 

arid and semi-arid regions. The development of such models is particularly challenging for large watersheds 

where the definition of the system parameters is associated with high levels of uncertainty. To address these 

challenges, we describe a geostatistical approach utilized to define the input parameters. The approach 

combines direct measurements as well as soft data to improve the reliability of the defined parameters. The 

focus is on the Konya Closed Basin case study, one of 5 case studies examined in the IntheMed project 

supported by the PRIMA programme. 

1. Introduction

The Konya Closed Basin is one of the primary agricultural regions of Turkey. The basin, characterized by a 

semi-arid climate, is located in central Anatolia, covering an area of about 60,000 km2 with no major flows 

into or out of the basin (Fig. 1). Agricultural is mostly concentration in the central part of the basin as shown 

in the 2018 Corine land cover map (Fig. 2). Because of the mismatch between precipitation, mostly in the wet 

season, and agricultural water needs which are concentrated in the dry season, the basin relies heavily on 

groundwater resources for irrigation (Ozbahce and Tari 2010, Bozdağ, 2015). As a result of the unsustainable 

exploitation of groundwater resources, the Konya plain aquifer system has experienced a drastic decline in 

groundwater levels in recent years (Yilmaz et al., 2021). The problem is exacerbated by the large number of 

unregulated wells, estimated to be as much as 100,000 wells.  

Fig. 1. Topographic map of the Konya Closed Basin. 

2. Modeling Approach

To help manage this vital resource, a surface/subsurface flow model was developed. Covering the entire basin, 

the model is based the HYDRUS unsaturated flow package (Seo et al., 2006; Twarakawi et al., 2008) coupled 

to MODFLOW computer program (Harbaugh et al., 2000), thus allowing for the simulation of vertical water 

flow through the vadose zone and horizontal flow in the underlying aquifer system. The specific processes 

accounted for in the model include evapotranspiration, infiltration, irrigation, and groundwater extraction for 
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agricultural, domestic and industrial use. The purpose of the model is to reproduce the observed historical 

water level data and estimate the net recharge in the basin.  

Given the vastness of the region being modeled, the unavoidable coarseness and simplifications of such large 

regional models, and the limited availability of detailed hydrogeological data, the model is associated with a 

relatively high level of uncertainty.  To improve the reliability of the model, direct measurements, as well as 

soft data collected at different scales, are incorporated into the model. Specifically, the model combines point 

groundwater level data, meteorological data and pumping test data, geologic data, land cover data (Corine), 

surface topography, and water content (GRACE) satellite data. To account for the uncertainty in the definition 

of the input parameters, geostatistical techniques are used to define key parameters such as the hydraulic 

conductivity, precipitation, aquifer thickness, ground elevation, and groundwater extraction. Historical 

groundwater level data were used as the main calibration parameter.  

Fig. 2. Dominance of Agriculture in the Konya Closed Basin (map based on Corine Land Cover data). 

3. Overview of Findings

Results show that the model was able to reproduce the observed groundwater level trends of the past two 

decades.  Recharge areas are primarily located in the higher elevation regions of the basin with water flowing 

towards the central portions of the plain where intensive irrigation is located.  The modeling results underscore 

the impacts of the expansion of irrigated lands and the switch towards more water-demanding crops on the 

basin’s overall water deficits. As part of the efforts to move towards more sustainable use of the groundwater 

resources in the basin, there is a need to switch back to rain fed crops in the dryer portions of the basin. The 

model is used to predict the basin-wide long term water budget under various scenarios. The paper also 

highlights the challenges of modeling groundwater flow at the basin scale and discusses possible approaches 

to address these difficulties.  
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ABSTRACT 

In the present work, the deployment of Wave Energy Converter (WEC) arrays for coastal protection against 

erosion is numerically investigated. Heaving cylindrical WECs are chosen to be installed offshore a coast 

and their effects on coastal hydro-morphodynamics are assessed. The simulation of the wave propagation, 

the breaking wave induced currents, the sediment transport and the bed morphology evolution is based on a 

numerical Boussinesq-type coastal hydro-morphodynamic model, which is appropriately extended to include 

the nonlinear wave-heaving cylinders interaction and the wave transformation induced by the WEC array. 

The results demonstrate the effectiveness of the WEC array to mitigate coastal erosion and flooding. 

1. Introduction

Recent technological advances seek for the efficient exploitation of the vast wave energy towards reduction 

of greenhouse gas emissions and mitigation of climate change effects. For absorbing an adequate amount of 

power, Wave Energy Converters (WECs), such as heaving cylinders, have to be deployed in the form of 

multi-body arrays. The presence of WEC arrays combined with their energy absorption ability have a direct 

impact on the surrounding wave field and lead to reduced energy transmission in their leeward side. 

Exploiting this feature, WEC arrays could be deployed at near-shore locations as multiple-purpose systems, 

which mitigate coastal erosion and flooding simultaneously with electricity production. In order to illustrate 

this potential, advanced hydro-morphodynamic models including nonlinear wave-WECs interactions have to 

be utilized. Motivated by this, in the present paper a Boussinesq-type numerical model for assessing hydro-

morphodynamic effects of heaving WEC arrays is developed and applied at a coastal area in Greece.  

2. Numerical modeling

The present model is based on an existing fully hydro-morphodynamic two‐dimensional horizontal (2DH) 

Boussinesq-type numerical model (Tsiaras et al., 2020), describing the processes of nonlinear wave 

propagation, sediment transport and morphological changes, and being suitable for the design of structures 

for coastal protection against erosion. The wave-cylinders interaction is introduced in that model by solving 

simultaneously an elliptic equation that determines the pressure exerted by the fluid on the floating bodies, 

according to Karambas and Loukogeorgaki (2022). The heave motion for the partially immersed floating 

cylinders under the action of waves is obtained by solving numerically the equation of motion based on 

Newton’s law. Accordingly, both near and far-field hydrodynamics are simulated, including wave-floating 

bodies interaction, near shore wave propagation, breaking wave induced currents and morphology evolution. 

3. Results and discussion

The model is applied to predict the morphological changes in Podamos beach (Chalki island, Greece) 

induced by the deployment of a WEC array consisting of seven heaving cylinders (Fig. 1). The diameter of 

each cylinder is 20 m, the draft is 3 m and the water depth is 8 m. The distance between the bodies is 50 m. 

The dimensions of the devices and the array’s layout characteristics have been defined from preliminary runs 

in the frequency domain by applying a Boundary Integral Equation Method model, so that the deployed array 

leads to an ~25-30% wave height reduction at its leeward side for a wave period T=6.0 s. In Fig. 1, the effect 

of the WEC array on the wave propagation is shown, illustrating the reduction of the incident (to the beach) 

wave energy. In Fig. 2, the cross-shore morphology evolution is shown, without and with the presence of the 

WEC array. The wave conditions are: wave height in the absence of the WEC array, H=3.5 m, wave height 

in the presence of the WEC array, HWEC=2.45 m (i.e., 30% reduction due to WEC array), and period T=6.0 s. 
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The characteristic mean grain size is d50=0.2 mm. Coastal erosion and flooding is mitigated, despite the 

moderate reduction of the wave height. This is an expected impact, having in mind that sediment transport 

rates depend upon a power of the wave height (i.e., ~H2.5). Consequently, even a relatively small reduction of 

the wave height could result to significant morphological changes.  

4. Conclusions

A WEC array can be combined with the need of coastal protection. By installing this multi-body system in 

the proximity of a coast, mitigation of coastal erosion and flooding can be achieved together with the 

exploitation of wave energy. The present wave-heaving cylinders interaction and coastal hydro-

morphodynamic numerical model can be used for the design of the above multi-purpose system.  

Fig. 1. Snapshot of the computed free surface elevation at Podamos beach (Chalki island, Greece) without (left) and with (right) the presence 

of the WEC array. 

Fig. 2. Instantaneous surface elevation and cross-section morphology evolution at Podamos beach (Chalki island, Greece). Wave conditions: 

H=3.5 m, HWEC=2.45 m (30% reduction of H), T=6.0 s, d50=0.2 mm. 
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ABSTRACT 

This paper addresses potential technological solutions, based on ocean energy sources, towards meeting energy 

demand from offshore aquaculture buoys and systems. An overview on both research fields is provided, 

followed by estimates of power supply and demand from three wave energy technologies and six aquaculture 

case studies, respectively. A comparison is then established between the two sets for a pilot zone on the 

Portuguese coastline. It is concluded that only one solution – the Wave Dragon – could fully cover all case 

study energy demands, while the OCECO 4 and the Wavestar options cover four out of the six scenarios. 

1. Introduction

Current challenges such as consumption increase, fishing quotas and stock rupture have led to mounting 

pressure on the fishing industry. To compensate for it, aquaculture has seen an expansion surge over the past 

few decades, given its potential as an alternative and more sustainable source of highly nutritious (e.g., protein), 

low impact food, among other uses. Although about 50% of this demand is already met by aquaculture, growth 

issues have arisen. Some regard the incrementing demand for energy supply, given the needs of equipment 

(e.g., water temperature, salinity, pH, concentration of nutrients, feeders and biosensors) for optimized 

production, while others are related to space management, as coastline competition with other activities is 

mounting (Ocean Energy Systems, 2022). This has promoted interest in shifting aquaculture activities towards 

offshore areas, which offers new opportunities to be exploited. 

Ocean energy sources (OES) are an encompassing field of research with numerous contributors, from tidal to 

wave energy. They can demonstrate greater energy density than even solar or wind energy and are less 

susceptible to resource intermittency. An abundant and renewable, yet untapped resource is available for 

harvesting: 151 300 TWh/yr (Taveira-Pinto et al., 2015). However, challenges such as technological 

convergence, harshness of the ocean environment, energy output regularity and high levelized costs of energy 

hinder further advancements, namely in terms of commercial deployment (Clemente et al., 2021). A viable 

technological demonstration is pivotal towards the development of OES. 

On one hand, aquaculture is being “forced” into offshore areas. It is also requiring cumulative energy demand 

for monitoring and feeding equipment, which should not be reliant upon diesel fuel. On the other hand, OES 

need a “winning concept” capable of supplying renewable energy reliably, consistently and safely. There are 

further opportunities in terms of cost savings through onsite supply, lower risk of fuel spills, potential 

integration with other uses (e.g., hydrogen, batteries or desalination) and technological scalability. Therefore, 

combining both sectors seems sensible, so long as certain premises are ensured. For instance, offshore 

conditions shouldn’t be too calm or hazardous, so that ocean energy technologies can operate efficiently 

without risking the safety of both aquaculture and OES systems (Ocean Energy Systems, 2022). The former is 

particularly difficult, as it extends to an OES device’s mode of operation, power matrix and efficiency, since 

there are hundreds of competing concepts around the world. 

This paper addresses the specific challenge of energy supply and demand through OES-based systems. The 

goal is to compare them in terms of performance and limitations towards supplying aquaculture systems. To 

that end, three wave energy converters (WECs) – Wave Dragon, OCECO 4 and Wavestar – were selected. The 

comparison was established by estimating the annual energy generation (AEP) in an offshore pilot zone on the 

Portuguese coastline: São Pedro de Moel (Giannini et al., 2020). The AEP was matched against the demands 

from six aquaculture case studies from (Ocean Energy Systems, 2022). 
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2. Methods, results and conclusions

2.1. Power output and demand estimate and comparison 

A recent report provides an encompassing summary of energy needs for several offshore aquaculture case 

studies (Ocean Energy Systems, 2022). It considers the variable requirements of different species (e.g., fish, 

mollusks, seaweed or crustaceans) and operation site, including lighting, pumping, feeding, transport, 

crew/worker quarters, aeration and desalination. Six of the reference case studies were selected: four related 

to finfish salmon farming in Australia, Chile, Norway and Scotland; one finfish seabass farming from 

Singapore; and one shellfish oyster from the USA. The AEPs were extrapolated from daily energy 

requirements (365 days per year was assumed), to which adds the corresponding aquaculture production. 

The AEP for each of the three WECs was calculated by multiplying the corresponding power matrices by the 

respective resource matrix of the São Pedro de Moel pilot zone (36 m water depth), which can be consulted in 

(Giannini et al., 2020). The power matrices for the OCECO 4 - Portuguese kinetic wave energy device - and 

Wave Dragon - applied in the aforementioned report - were obtained from literature references (Castro-Santos 

et al., 2018; Giannini et al., 2020), while that of the Wavestar - previously tested in a Portuguese pilot zone - 

can be consulted in the project’s website (Wavestar, 2021). 

The comparison is summarized below, in Table 1. It is perceivable that the Wave Dragon would be capable of 

supplying any of the aquaculture case studies should any of them be implanted within the São Pedro de Moel 

pilot zone, with an estimated AEP of 7.84 GWh/yr. This is in agreement with the outcomes of the offshore 

aquaculture report, where the Wave Dragon is successfully applied to a seaweed farm in Wales. As for the 

OCECO 4 and the Wavestar, the AEP are considerably lower: 1.10 GWh/yr and 0.78 GWh/yr. Even so, they 

are capable of supplying all aquaculture case studies apart from the 10 000 tonnes salmon farm and the 170 

tonnes of seabass. It is worth noting that these values regard a single unit of each WEC. For a complete demand 

coverage, five units of the OCECO 4 and seven to eight of the Wavestar would be required. 
Table 1. AEP estimates and energy supply versus demand for the São Pedro de Moel pilot zone. 

2.2. Complementary concluding remarks 

The energy potential for the three WECs is perceivable from Table 1. Nevertheless, other considerations are 

required (Ocean Energy Systems, 2022). For starters, the Wavestar has an additional limitation, as it is not 

conceived to operate in storm conditions (above 3 m, for this concept). Secondly, the São Pedro de Moel is 

merely representative of the energy potential, as it would be required to conduct a feasibility study on 

implementing offshore aquaculture in this region. Thirdly, apart from renewable energy supply, devices such 

as these three WECs can absorb/mitigate incoming wave energy, so that a shielded region is created behind 

the wave farm, where the aquaculture cages, buoys and auxiliary systems can be deployed. Fourthly, it will be 

pertinent to ensure that the power output is provided on a regular basis, which may imply storage systems. 

Lastly, cost savings can be achieved through co-location or hybridization (e.g., a WEC aquaculture buoy). 
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ABSTRACT 

As the offshore wind sector sets new goals concerning the installed capacity in Europe, it becomes evident the 

need to implement offshore wind farms in ambitious locations with large wind energy potential. Often, such 

locations are characterized by larger water depths and longer distances to shore. While offshore wind floating 

foundations are yet to reach a mature state of development, the standard monopile foundations, which are the 

most commonly used, struggle to be applicable for water depths above 30 m (Fazeres-Ferradosa et al., 2019). 

Additionally, floating solutions are typically suitable for water depths above 60 m or more (Ishtiyak et al., 

2021). A key problem of using bottom fixed foundations, as monopiles, jackets, gravity-based foundations and 

others is that for water depths between 30 to 50 m, they tend to become rather massive in dimensions and 

footprint. This not only increases the foundation’s costs, but it also raises challenges in the construction, 

transport and installation. Recently, the Bottom Supported Tension Leg Tower (BSTLT) with inclined tethers 

for offshore wind turbines has been developed and validated (Sarkar and Gudmestad, 2017; Ishtiyak et al., 

2021). This concept enables the application of monopile foundations in water depths up to 50 m, without the 

need to significantly increase its diameter. Hence, the BSTLT provides an interesting alternative for 

intermediate water depths. This study briefly looks into the bending moment of the BSTLT concept in 

comparison with the standard monopile case. Preliminary results show that from the BSTLT generally 

performs efficiently for water depths of 50 m and has potential to extend the standard monopile foundation to 

transitional/intermediate water depths. 

1. BSTLT concept and analysis

The BSTLT concept consists in a standard monopile, which then has a transition piece that connects to the 

tower (superstructure) that supports the wind turbine, coupled with hinge and 4 pre-tensioned tethers (4.5 MN) 

that provide additional stability to the system (Fig. 1). These tethers and hinge enable the use of monopiles 

with standard diameters in deeper waters, as it provides further resistance to the bending moment at the seabed 

level. The details of the concept are available in Ishtiyak et al. (2021). Sarkar and Gudmestad (2017) proposed 

the link between the tethers and the monopile to be made through 4 horizontal arms, orthogonal to the monopile 

and the transition piece. In the present case, these are not used, and the tethers are directly linked to the 

monopile in an obliquus direction 45º (horizontal plane) and with a base that is 60 m distanced to the monopile. 

This optimized configuration resulted from the parametric and geometric study performed in Ishtiyak et al. 

(2021). For comparison between the monopile and the monopile with BSTLT the same diameter (6.0 m) and 

thickness (60 mm) and length (50 m) has been used. Both cases include a 3 bladed configuration, mass of rotor 

and nacelle, 110 t and 240 t respectively and a tower of 6.0 m at bottom, 4.75 m at top and a length between 

the transition piece and the top of 89 m. Hub height was considered to 99 m above mean seal level. A 50 m 

water depth was applied. The material considered was steel with ρ = 7850 kg/m3, E = 210 GPa, μ = 0.3. The 

analysis considers a 5 MW reference turbine of NREL. The remaining configuration details and bending 

moment calculations and analysis followed the approaches already established in Sarkar and Gudmestad 

(2017) and Ishtiyak et al. (2021). 
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Figure 1. Conventional monopile supported OWT (left), monopile with BSTLT (right). 

2. Results and conclusions

The means and the standard deviations of the bending moment at the monopile base for different environmental 

states (Table 7) are compared in Fig. 2 for both structures. The results show that the bending moment and its 

variation at the monopile base with BSTLT reduces considerably as the hinge is lowered. Large values of 

bending moment in the standard monopile case, observed in some of the highest environmental states, can be 

attributed to the dynamic amplification caused by the closeness of the fundamental natural period of the 

structure to the zero up-crossing periods (Tz). It can also be noticed that the performance of BSTLT with hinge 

at 20 m below MSL is similar to the standard monopile case as far as the individual environmental states is 

concerned. However, as the hinge is lowered, the BSTLT can outperform the standard monopile. 

Table 1. Environmental conditions considered for 

bending moment calculation. 

Environmental state 

Wind 

speed 

(m/s) 

Tz (s) Hs (m) 

16 18 5.0 3.0 

17 20 5.0 2.5 

18 20 5.0 3.0 

19 22 5.0 3.0 

20 22 6.0 4.0 

21 24 5.0 3.5 

22 24 6.0 4.0 
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ABSTRACT 

The application of wave models to create the wave resource matrix is typically required for the accurate estimation of the 

extractable wave energy by different wave energy converters (WECs). However, the accuracy of these predictions is 

highly dependent on the wave model calibration. The goal of this research work is to evaluate the impact on the electricity 

production of SWAN calibration and how this model may be improved by modifying it considering site measurements. 

The evaluation is based on the expected energy production for OEBuoy point absorber WEC in different locations along 

the Atlantic coast of the Iberian Peninsula. The model has been adjusted using the newly developed ST6 physical settings 

package. The results demonstrate a significant level of uncertainty in the quantity of energy output projected using various 

wind scaling factors within HWANG, FAN, and ECMWF wind drag formulas. In comparison to the SWAN default 

parameters, the calibrated model adjusted the mean energy output value of all 10 sites by 11.2 %. 

1. Model description

The wind scaling factor and wind drag formulas (Hwang, 2011; Fan et al., 2012; ECMWF, 2016) are the most 

sensitive and affecting factors in the calibration of the ST6 source term package, according to Amarouche et 

al. (2019). SWAN default, ST6 default, HWANG wind drag formula with 32 and 35, FAN wind drag formula 

with 28, 32, and 35, and ECMWF wind drag formula with 32 and 35 wind scaling factors were compared in 

this study. The unstructured grid was created with the SMS/ADCIRC program and features a space-varying 

grid size of 0.002º (Fig. 1a). The bathymetry used was obtained from the General Bathymetric Chart of the 

Oceans (IHO, 1984) with a spatial resolution of 0.0036º (Fig. 1b). ERA5 wind reanalysis with 1-hour temporal 

and 0.25º spatial resolution is used to force the model (Hersbach et al., 2018). The boundary conditions are 

derived from ERA5 wave hindcast reanalysis with 1-hour temporal and 1-degree spatial resolution (Hersbach 

et al., 2018). The results are calibrated against the measurements of B6 and validated against the remaining 9 

in-situ measurements. Table 1 provides information about the considered buoys. 

Table 1. Buoy ID, location, water depth, and the number of data records available in 2010 for all the considered buoys in the study. 

Buoy ID ID code Lon (⁰) Lat (⁰) Depth (m) Data No 

B1 6200084 -9.3675 41.9665 292.5 4996 

B2 6200192 -9.64 39.51 1547.1 2629 

B3 6200199 -9.21 39.56 65.4 2214 

B4 2136 -3.04 43.64 827.0 8513 

B5 2242 -6.18 43.75 748.0 6020 

B6 2248 -9.43 42.12 691.3 4996 

B7 2246 -9.21 43.5 424.8 8726 

B8 2244 -7.68 44.12 1650.0 1160 

B9 2342 -6.96 36.49 467.0 6863 

B10 Leixões Buoy -8.983 41.3167 84.8 2524 
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Fig. 1. The defined unstructured mesh grid system (a), bathymetry (b), and buoy locations (black dots) for the study area. 

2. Results

The energy output differences in percentage (model estimation versus real wave data) for all 10 sites evaluated, 

as well as 9 possible SWAN modifications for OEBuoy are computed and the results are provided in Table 2. 

The mean values in Table 2 were calculated using the mean energy output of the model and the real data from 

all ten locations. In comparison to the SWAN default parameters, the calibrated model corrected the mean 

energy output value of all 10 sites by 11.2%. 

Table 2. The OEBuoy energy production difference in percentage against the temporally matched real measurements with different 

time durations for 10 distinct locations in the study area and 9 different SWAN settings. 

Buoy ID T (YEAR) ECMWF32 ECMWF35 FAN28 FAN32 FAN35 HWANG32 HWANG35 ST6-DEF 
SWAN-

DEF 

B1 0.57 -12.88 -7.96 -20.36 -14.54 -9.96 -9.84 -3.67 -9.73 -10.96

B2 0.30 -5.58 5.82 -21.12 -8.41 0.39 0.52 14.30 0.60 -4.54

B3 0.25 3.91 13.95 -10.62 0.16 9.69 10.01 22.01 10.78 4.39 

B4 0.97 -13.31 -7.06 -21.61 -15.18 -9.60 -9.18 -1.88 -9.39 -10.13

B5 0.69 -7.91 0.61 -17.72 -10.06 -3.10 -2.63 7.17 -2.68 -7.61

B6 0.57 -13.46 -8.06 -20.51 -14.83 -10.30 -9.97 -3.16 -9.95 -11.16

B7 1.00 -10.83 -4.33 -21.15 -13.82 -6.63 -6.35 0.84 -6.54 -11.12

B8 0.13 5.98 14.15 -4.60 3.33 11.79 11.62 20.66 11.94 8.04 

B9 0.78 -17.34 -9.06 -29.35 -21.01 -12.44 -12.04 -1.90 -11.78 -13.08

B10 0.29 -2.22 4.85 -13.25 -4.66 1.89 1.58 12.33 2.39 -0.98

Mean 0.56 -10.16 -3.24 -19.96 -12.54 -6.04 -5.77 2.49 -5.74 -8.73
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ABSTRACT 

Wave energy conversion (WEC) technologies have been extensively studied in the past decades. However, 

further research on the hybridization of different WEC concepts to operate more efficiently under various 

metocean conditions still needs to be done. Within the OCEANERA-NET project WEC4PORTS, a novel 

shoreline hybrid WEC (h-WEC) combining two well-known wave energy conversion principles, an oscillating 

water column (OWC) and a multi-reservoir (4 reservoirs in the present configuration) overtopping device 

(OTD), is being optimized for installation in multi-purpose breakwaters. This paper focuses on the three-

dimensional numerical model developed with OpenFoam for comparing five alternative configurations of the 

h-WEC, by studying their hydrodynamic efficiency under different sea-states of the northern Atlantic coast of

Portugal near the northern outer rubble-mound breakwater of the port of Leixões – the research prototype.

1. Model set-up

Wave propagation over the h-WEC device is studied numerically with the OpenFoam 6 software using a two-

phase flow approach and the Volume of Fluid (VOF) method. The combined water/air flow is governed by the 

incompressible three-dimensional Reynolds Averaged Navier-Stokes equations (interFoam) and a Shear-

Stress Transport (SST) k-ω model for turbulence closure. The numerical domain with a length of  382m, a 

width of 26m and a total height of 34m (including the air phase), consists of a wave flume and the Breakwater-

integrated h-WEC. Five alternative geometries of the h-WEC are considered, a reference one and four 

alternatives, which differ from the Reference geometry either in the configuration of the oscillating water 

column inlet or in the number of oscillating water columns. All tested geometries share the same OTD device 

geometry with 4 reservoirs (Fig. 1). The numerical grid is, in all configurations, a non-uniform parametric one 

with hexahedral/split-hexahedral elements and consists of around 7 million cells. Refinement procedures are 

applied close to the areas of interest, i.e. the OTD reservoirs, the OWC, the free-surface area and the 

breakwater. 

Fig. 1. Different geometries simulated. 

2. Results

All five geometries are tested under a regular wave, having a 1m wave height and 10s wave period, which are 

characteristic of a frequent sea-state along the coast of Leixões. Said wave is generated by a velocity boundary 

condition at the left boundary of the model domain, including active absorption, and corresponds to Case A 

simulations in Table 1. Selected geometries, following resulted from simulations within Case A are, in 

Reference geometry Geometry with new Inlet OWC Rectangular entrance OWCs On Top Of Each Other = 
OWCs OTOEA OWCs Side By Side = OWCs SBS 
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addition, tested under wave periods of 8s and 12s (Case B and C in Table 1), covering the expected range of 

natural frequencies of the OWC devices.  

Table 1. Overview of the different wave periods and corresponding geometries simulated. 

Case T (s) H (m) 
Still Water level (mZHL) = MSL 
at Leixões prototype breakwater 

Geometries tested 

A 10 

1 +1.67

Reference geometry, 

Geometry with new Inlet, 

OWC Rectangular entrance, 

OWCs OTOEA, OWCs SBS 

B 8 

Reference geometry, 

Geometry with new Inlet, 

OWCs OTOEA 

C 12 

Reference geometry, 

Geometry with new Inlet, 

OWCs OTOEA 

The evaluation of the efficiency is based on: the free surface elevation inside the OWC chamber (amplification 

coefficient), wave overtopping discharges over the multiple reservoirs of the OTD device, and the pneumatic 

and the hydraulic efficiencies. Since all geometries share a similar OTD device, it is expected that the OWC 

component will play a more significant role in the evaluation of the h-WEC.. The time-series of the wave 

amplification coefficient in the OWC devices for all different geometries and Cases is shown in Fig. 2, while 

in Table 2 the hydraulic and pneumatic efficiencies are presented. From the results on the wave amplification, 

it is demonstrated that for all Cases the most efficient geometry is the one with the two OWCs OTOEA, while 

the second most efficient geometry is the Reference geometry. The results presented in Table 2 show that the 

Reference geometry has a more consistent performance regarding the pneumatic efficiency within the Cases, 

while the differences in hydraulic efficiencies within the different geometries of the same Case are not very 

pronounced. In general it is confirmed that the optimum Breakwater-integrated h-WEC is one that must 

consider the performances of the OWC and OTD devices concurrently. 

Fig. 2. Comparison of the wave amplification coefficient in the OWCs for all geometries and for Cases A, B and C (from left to right). 

Table 2. Pneumatic and hydraulic efficiencies of the OWC and OTD components for all Cases simulated. 

Geometry Case A Case B Case C 

ηpne (%) ηHyd (%) ηpne (%) ηHyd (%) ηpne (%) ηHyd (%) 

Reference geometry 41.0 19.3 32.4 36.6 46.0 17.2 

Geometry with new Inlet 13.7 21.4 7.5 46.1 16.9 17.8 

OWC Rectangular 

entrance 

55.2 22.9 - - - - 

OWCs SBS 

Right/Left 55.9/54.0 

20.6 

-/- 

- 

-/- 

- 

OWCs OTOEA 

Upper/Lower 67.5/18.4 

22.8 

9.9/1.7 

33 

69.3/53.0 

17.3 
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ABSTRACT 

A multi-scale parallelised coupled model is developed to investigate wave-current interactions at regional 

scales. The coupled framework consists of the spectral wave model Simulating WAves Nearshore (SWAN) 

and the coastal hydrodynamics shallow-water equation model Thetis. The coupling process is facilitated by 

the Basic Model Interface (BMI). In this study, we assess the model’s ability to accurately capture wave-

current interactions in a 2-D configuration through the simulation of Dingemans (1987) experimental setup on 

the behaviour of waves acting upon a submerged bar. The coupled model accurately captures the significant 

wave heights and the current velocities showcasing a similar level of efficiency as another coupled wave and 

3-D current model presented by Roland et al. (2012).

1. Introduction

The phenomenon of wave-current interactions is crucial at coastal areas, as surface gravity waves and currents 

are often encountered simultaneously affecting each other. The accurate representation of such interactions is 

motivated by a plethora of applications and phenomena, including the evolution of coastal morphology due to 

sediment transport, their impact in marine energy projects, scouring around offshore structures and the design 

of offshore and coastal infrastructures. The multi-scale parallelised coupled model of the spectral wave model 

SWAN (Booij, et al., 1999) with the shallow-water equation model Thetis (Kärnä, et al., 2018) aspires to 

accurately capture wave-current interactions. The novelty of this coupled model lies in the employment of a 

semi-implicit numerical scheme and a Discontinuous Galerkin discretisation for the shallow water equation 

component (Kärnä, 2020), which induces considerably less computational cost than the explicit schemes uti-

lized in other existing coupled models. Additionally, it is the first of such models available in Python, a high-

level programming language among the 5 most popular ones in recent years. Its performance in a 2-D situation 

is examined with a submerged breakwater setup. 

2. Methodology

The coupled model consists of the parallel structured SWAN model and the unstructured 2-D configuration of 

the shallow-water equations model Thetis. It is facilitated by the Basic Model Interface (BMI; Hutton, et al., 

2020) framework, which contains a set of standard functions used to couple physical process models. SWAN 

and Thetis have been refactored to fit into the provided BMI libraries, in Fortran for SWAN and in Python for 

Thetis. Due to the different programming languages utilized by the models, SWAN is wrapped into a Python 

package for invocation by Python exploiting its BMI version, a Fortran-C interoperability layer, and Cython. 

The two models run iteratively and exchange information at prescribed time-intervals. SWAN provides the 

necessary parameters for the calculation of wave effects on currents, performed by Thetis. These are the sig-

nificant wave height, 𝐻𝑠; the mean wave direction, 𝜃𝑚; the wavelength, 𝜆; and the percentage of wave break-

ing, 𝑄𝑏. In turn, Thetis returns the water elevation, 𝜂; and current velocity vector, 𝒖.

The model is validated using the experiment of Dingemans (1987) which consists of a semi-cylindrical sub-

merged bar with the bathymetry ranging from 0.10 m to 0.40 m in a flume 30 m long and 26.4m wide (Fig. 2). 

The waves are generated at the left boundary following a JONSWAP spectrum with significant wave height 

𝐻𝑠 = 0.10 m and peak period 𝑇𝑝 = 1.25 sec with direction towards the right. The numerical domain consists

of two domains (Fig. 1): (a) an outer domain with dimensions 30 m x 70 m; and (b) a nested domain with the 

same length and 50 m width. The purpose of the outer domain is to generate the appropriate wave boundary 

conditions for the top and bottom boundaries for domain D2. In Thetis, no-slip boundary conditions are applied. 

The mesh utilized in SWAN is a rectilinear structured grid of spacing 𝑑𝑥 = 0.40 m, which is also the mesh 

element length ∧ ℎ resolution for the unstructured grid employed by Thetis. The timesteps of SWAN and 
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Thetis coincide with the coupling timestep Δ𝑡coupl = 10 sec. The effects of bed friction have been considered

with the default values of the Madsen formulation in SWAN and the Manning formulation with a constant 

manning coefficient 𝑛𝑀 = 0.03 for Thetis. Depth-induced wave-breaking is also accounted for with the default

rate of dissipation 𝛼𝐵𝐽 = 1 and breaker index 𝛾 = 0.73, whereas wind input and wetting and drying have been

neglected. 

Roland et al. (2012) also employed this case to validate their coupled model, which consists of a 3-D current 

model with a spectral wave model. They utilized an unstructured grid with horizontal resolution 0.20 m near 

the breakwater and vertical mesh resolution 0.05 m, while the coupling timestep is equal to 0.5 sec. 

Fig. 1. Numerical domain for the Dingemans (1987) experiment 
Fig. 2. Location of wave and current gauges in Dingemans (1987) 

experimental setup 

3. Results and Discussion

Compared to the coupled model of Roland et al. (2012), our model captures better the significant wave height 

(Fig. 3). The model’s predictions exhibit a correlation 𝑟 = 0.69 against the observed experimental data and 

mean absolute (m.a.) error of 0.9 mm, while Roland et al. (2012) 𝑟 = 0.59 with a similar m.a. error. Dingemans 

(1987) recorded current velocities at half depth, whose 𝑢-component (Fig. 4) is more accurately predicted by 

Roland et al. (2012) with 𝑟 = 0.81 and r.m.s. error 0.002 m s
-1 in comparison to our model’s correlation        

𝑟 = 0.65 with r.m.s. error 0.004 m s
-1. This increase in accuracy does not transfer in the 𝑣-component of the 

current velocities (Fig. 5) with both models showcasing a correlation 𝑟 = 0.70 and r.m.s. error 0.001 m s
-1. 

The discrepancy in 𝑢 velocity predictions between the two coupled models lies presumably in the 

3-dimensionality of the Roland et al. (2012) hydrodynamic model in correlation with the velocities’ nature;

Roland et al. (2012) simulated surface velocities while our model is limited to depth-averaged ones. Further-

more, the violation of one of the shallow-water equation assumptions in our coupled model may also contribute

to this behaviour, as the mesh is of the same or smaller order compared to the water depth. This is justified

here as the primary application of the model is to function at larger regional scales.

Fig. 3. Predicted 𝐻𝑠 from Roland et al.

(2012) and the model compared against de-

rived experimental values 

Fig. 4. Predicted 𝑢 current velocity from 

Roland et al. (2012) and the model com-

pared to recorded measured ones

Fig. 5. Predicted 𝑣 current velocity from 

Roland et al. (2012) and the model com-

pared to recorded measured ones 
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ABSTRACT 

A time-frequency modeling of the wave loads induced by non-stationary oscillatory signals such as solitary 

waves on a submerged rigid rectangular breakwater was performed. To this purpose, small-scale laboratory 

tests were undertaken in a wave channel, adopting 12 pressure sensors along the external contour of the barrier 

to deduce the hydrodynamic loads. The raw experimental data were filtered through the Wavelet analysis, 

selecting a Mexican hat Wavelet. A sensitivity analysis of the resulting drag, inertia and lift coefficients 

deduced from the empirical calibration of the widespread Morison’s formula was finally carried out. 

1. Introduction

Low-crested breakwaters have been adopted to protect the coasts in order to prevent erosion and inundation 

processes as well as to provide safe navigation under the wave action. The increase in the construction of these 

structures is mainly due to their low environmental impact. Regarding the category of submerged rigid 

breakwaters and solitary waves as wave forcing, past studies mainly focused on wave transmission, reflection 

and dissipation processes. Moreover, the near flow field characterized by the occurrence of breaking 

phenomena and the characteristics of vortexes at the external contour of the barrier were also investigated (e.g., 

Huang and Dong, 2001). Few works analyzed the solitary wave-induced forces. A first research was carried 

out by Huang and Dong (2001), who studied a dike with a relative height of the breakwater, a/d = 0.5, where 

a is the height of the breakwater and d is the water depth. Some cases with variable wave non-linearity A/d, 

where A is the wave amplitude, were analyzed. Huang and Dong (2001) examined only horizontal loads, 

showing a prevalence of positive peaks with respect to negative ones, and a negligible role of shear stresses in 

reproducing the in-line forces. The study by Liu (2004) linked to thin barriers underlined the appearing of a 

linear trend for the maximum horizontal loads as a function of A/d. However, these studies were limited to a 

small range of A/d, focusing on the horizontal forces alone. For a submerged barrier with a/d = 0.5, Tripepi et 

al. (2020) have analyzed the characteristics of both horizontal and vertical loads, evidencing that the latter 

plays an important role for the potential sliding of the barrier. Owing to the weak deformation of the shape of 

the solitary wave at the barrier for the considered a/d, the Authors have applied semi-empirical formulas to 

reproduce the time variation of the forces. However, the adopted equations, such as the classical Morison 

scheme, have the limit of determining the hydrodynamic loads for non-breaking conditions. Indeed, the 

mentioned equations can be used for underwater structures which do not influence the free surface (e.g., 

Aristodemo et al., 2022). The work by Tripepi et al. (2020) has been here extended, involving a rectangular-

type barrier and three relative heights (a/d = 0.5, 0.7 and 0.9). By the experimental viewpoint, the tests were 

carried out in the wave flume of GMI Laboratory at UNICAL. The loads were deduced from a series of pressure 

sensors placed at the external surface of the rectangular barrier. The wave characteristics and the horizontal 

movement of the wavemaker were recorded by wave probes and an ultrasonic sensor, respectively.  

2. Laboratory tests

The laboratory tests were undertaken in the wave flume (41 m length, 1 m width and 1.2 m depth) of the GMI 

Laboratory at UNICAL. The wave channel was given by a piston-type paddle. The longitudinal profile of the 

apparatus to perform the experiments is shown in Fig. 1a. The barrier was placed at a distance of 9.08 m from 

the paddle, with a = 0.127 m and b = 0.254 m. The loads were deduced from sensors placed at the external 

surface of the barrier. Due to the dimensions of the transducers and to avoid a too large breakwater, the 

transducers at the beaten and lee sides were slightly staggered, with reference to the centerline of the channel. 

A similar arrangement was also used in a previous experiment with a horizontal cylinder (Tripepi et al., 2020). 
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Fig. 1. Longitudinal profile of the experimental apparatus. 

Here, the horizontal, FH, and vertical, FV, loads were deduced as: 

{
𝐹𝐻(𝑡) = 𝑎1[∆𝑝1(𝑡) + ∆𝑝2(𝑡)  + ∆𝑝3(𝑡)] −  ∆𝑝7(𝑡) − ∆𝑝8(𝑡) − ∆𝑝9(𝑡) 

𝐹𝑉(𝑡) = 𝑎2[∆𝑝1(𝑡) + ∆𝑝9(𝑡)] −  𝑎3[∆𝑝4(𝑡) + ∆𝑝5(𝑡) + ∆𝑝6(𝑡)]

being a1, a2 and a3 the influence areas. They are equal to a/4, a and a/2, respectively. To deduce the vertical 

forces acting at the bottom of the barrier, the lack of pressure sensors in this part led to consider a trapezoidal 

pressure distribution. This methodology was usually taken into account for stability aims of breakwaters. The 

surface elevations were deduced from two wave gauges (wg1 and wg2), located before and after the barrier. 

These tools were mounted at a distance of 7.88 m and of 12.87 m from the paddle, respectively. The sampling 

frequency of the transducers and the gauges was 100 Hz, while the displacement of the paddle was verified 

using an ultrasonic sensor located behind it, with a frequency of 50 Hz. By imposing various displacements to 

the paddle, 33 tests were undertaken. Three water depths, d1, d2 and d3, respectively equal to 0.254 m, 0.181 

m and 0.141 m, were used. The relative height of the breakwater a/d was 0.5, 0.7 and 0.9, respectively. For 

test with A = 0.072 m and d = 0.254 m, Fig. 2 highlights the raw and filtered time series of FH and FV, and the 

related Wavelet coefficients for the filtered signals. It is noted that the raw data are quite noise due to various 

disturbances (Fig. 2a), and the application of a high-pass filtering leads to a smoother resulting force profile 

(Fig. 2b). The obtained positive and negative Wavelet coefficients are in phase (i.e., positive coefficients) or 

out of phase (i.e., negative coefficients), with reference to the original mother signal of the Wavelet. In other 

words, positive values occur when the force signal is in phase with the corresponding shape of the Wavelet. 

Regarding the force features, FH is larger than FV and it appears before. This characteristic was observed for 

all cases (e.g., Tripepi et al., 2020). 

Fig. 2. (a) Time series of raw horizontal and vertical loads; (b) Time series of filtered horizontal and vertical wave loads; (c) Wavelet 

coefficients of filtered horizontal load; (d) Wavelet coefficients of filtered vertical load (test with A = 0.072 m and d = 0.254 m). 
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ABSTRACT 

A extensive two-dimensional laboratory investigation was performed, in order to study the cross-shore 

profile evolution of a perched beach, after the application of beach nourishment method. The presence of the 

geotextile artificial reef leads to wave reflection and additional dissipation of the wave energy and obstruct 

the sand from drifting seawards Also an advanced Boussinesq type nonlinear wave model has been 

developed in order to simulate cross-shore hydro-morphodynamic processes. The comparison between 

experimental and numerical beach profile indicates good agreement. 

1. Introduction

Beach nourishment combined with a submerged structure is a very common method against beach erosion 

and flooding. The response of the cross-shore hydro-morhodynamics depends on the interaction between the 

waves, the submerged reef, and the characteristics of the artificial beach. The reef dissipates and reflects the 

wave energy and obstruct the sand from drifting seawards (Gonzalez et al., 1999, Musumeci et al., 2012).  

2. Experimental methodology

The experiment  has been conducted (in a 1:20 scale) in the Laboratory of the Department of Hydraulics and 

Environmental Engineering, Aristotle University of Thessaloniki, Greece. A sandy beach was formed in a 

14.05 m long wave flume. The flume was 0.40 m. wide. The slope of the surf-zone was set equal to 1:10. 

The water level was 0.28 m. A submerged structure, made of geotextile material, was placed one meter 

(towards the shore) from the point where bed slope (1:10) begins. The freeboard was 9 cm. A well sorted 

fine natural sand of d50=0.2 mm is used in the experiments. Four wave periods was selected,   Τ = 1.00 sec,  

T = 1.25 sec, T = 1.54 sec, T = 2.00 sec. The wave height was constant and equal to 0.1 m (Η = 0.1 m) and 

0.04 m (H=0.04 m). The beach fill slope was 1:2 and 1:4 respectively. The  berm height of  the beach fill was 

B=0.05m.   

3. Numerical model

Cross-shore morphology evolution of a nourishment project is simulated by an improved version of the 

Boussinesq nonlinear wave model described in Spyrou and Karambas (2021). The hydrodynamic model 

(wave and undertow model) provides to the sediment transport model all the required information (wave 

height, bottom velocity, wave energy dissipation, mean sea level). The bed load transport (including  sheet 

flow sediment transport rate and suspended load over ripples) is estimated with a quasi-steady, semi-

empirical formulation, developed by Camenen, and Larson ( 2007) for an oscillatory flow combined with a 

superimposed current. Phase-lag effects in the sheet flow layer were included through a coefficient proposed 

by Camenen and Larson (2007). In order to incorporate the suspended sediment transport rate, the depth-

integrated transport equation for suspended sediment is solved (Kobayashi and Tega, 2002, Spyrou and 

Karambas, 2021). 

4. Experimental and numerical results - Conclusions

Figures 1 and 2 show the instantaneous surface elevation, the initial profile, the final profile at the end of the 

experimental process, and the results from the mathematical model. The presence of the geotextile artificial 

reef leads to wave reflection and additional dissipation of the wave energy, mitigating the erosive wave 

conditions. 
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Fig. 1. Instantaneous surface elevation, cross-section morphology evolution. H = 0,10 m T=1.54 sec, slope=1/2. 

Fig. 2. Instantaneous surface elevation, cross-section morphology evolution. H = 0,10 m T=1.54 sec, slope=1/4. 

Together with beach face erosion a bar begins to form near the shore and then it moves seawards as the 

experiment evolves. It ends up in a position in contact with the submerged breakwater. The submerged 

structure is an obstacle to further movement of the sand. The sand is not carried seawards, but remains 

trapped between the constructed layout and the shoreline. Also, in comparison with the previous 

experiments, under the same conditions but without submerged structure (Spyrou and Karambas, 2021), the 

coastline recession and coastal flooding is decreased. Consequently the method can be considered as an 

improvement of the beach nourishment method and can used against beach erosion and flooding. Finally, the 

cross-shore profile resulting from the numerical application is very well related to the experimental one.  
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ABSTRACT 

Nonlinear wave transformations take place due to the effects of bathymetry and coastline geometry. Several 

nonlinear transformations cannot be represented correctly in a phase-averaged model, a phase-resolved 

modeling strategy is often required. Shallow water equation-based phase-resolving models are computationally 

efficient, but their accuracy is limited by water depth conditions. In this article, a full nonlinear potential flow 

(FNPF) model REEF3D::FNPF is used for the phase-resolving wave modelling near the Naissaar harbor. The 

accuracy of the FNPF model is not limited by the water depth and thus can model both the short wind-generated 

waves and the long waves under extreme events related to climate change. The holistic understanding of the 

hydrodynamic environment provides vital information for future investigations into the large-scale cross-shore 

and longshore sediment transport and morphology evolution in that region.  

1. Introduction

The Naissaar harbor is in the Gulf of Finland, near Tallin in Estonia. The narrow profile of the Gulf of Finland 

allows long fetch and thus the development of wind waves in the east-west direction. Recently, an improved 

and upgraded harbor at Naissaar is planned, where the hydrodynamic environment near the harbor, including 

the wave conditions and their impact on the sediments, needs to be investigated. The area of interest is seen in 

Fig.1 (a), the dimension is 4 km in the east-west direction and 3 km in the north-south direction. The maximum 

water depth within the domain of interest is 36.5 m. The input irregular wave has a significant wave height of 

1.42 m and a peak period of 10 s. The JONSWAP spectrum and Mitsuyasu direction spreading function are 

used for the short-crested sea.  

2. Numerical model

2.1. Governing equation 

The governing equation of the fully nonlinear potential flow model REEF3D::FNPF (Bihs et al., 2020) is the 

Laplace equation:   

∇2𝜙 = 0 (1) 

Together with the fully nonlinear boundary conditions, the velocity potential 𝜙 can be solved. 

2.2. Breaking wave algorithm 

The breaking wave algorithm consists of the breaking detection algorithm and the energy dissipation algorithm. 

The shallow water phase velocity-based detection method and the wave steepness-based detection methods 

are both used. Once breaking waves are detected, the corresponding energy dissipation can be determined 

using the filtering algorithm or the artificial viscosity method.  

2.3. Coastline algorithm 

The coastline algorithm follows the procedure proposed by Wang et al. (2022). The wetting and drying cells 

around the coastline can be detected based on the local water depth. Thereafter, the signed distance level-set 

function is used to determine the coastline position and calculate distances away from the coastline. Two-cell 
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wide coastal relaxation zones are then arranged along the coastlines to avoid numerical instability at the 

infinitesimal water depth.  

3. Results

The numerically reconstructed bathymetry in REEF3D::FNPF is shown in Fig.1(b). 

     (a)                                                                          (b) 

Fig. 1. The sea floor bathymetry of the area of interest. (a) bathymetry map; (b) reconstructed bathymetry in the numerical wave tank. 

Three wave gauges are arranged from offshore to inside the harbor, as seen in Fig. 2(a). The numerically 

simulated wave surface elevation is shown in Fig.2(b). 

     (a)                                                                         (b) 

Fig. 2. (a)wave gauge locations; (b) free surface elevation simulated in REEF3D::FNPF at t=5120 s. 

The evolution of the wave spectra is shown in Fig.3. Wave shoaling and breaking take place at G2 due to the 

submerged reef seen in Fig.1 (b). The wave energy is significantly reduced inside the harbor due to the 

protection of the breakwater. However, significant low-frequency waves remain, presenting potential 

challenges for the moored vessels.  

Fig. 3. Wave spectra at three wave gauges. The solid line, dashed line and the dash-dotted line represent the wave spectra at wave gauges 1,2 

and 3. The dotted line represents the input wave spectrum.  
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ABSTRACT 

With the sea level rise and all the processes associated with wave action, it is expected that the existing 

formulas for wave run-up and wave overtopping evaluation will be misfits, justifying further studies. In this 

work different methodologies to quantify wave run-up and overtopping will be evaluated by comparing the 

results obtained with traditional experimental tests made in a physical scale model, which consists of a sloped 

structure facing the direction of different irregular incident wave and tide level conditions. The first 

methodology is based on physical scale model films acquisition and an algorithm made in Matlab® consisting 

in digital images processing and analysis. The second methodology is based on numerical simulations using 

OpenFOAM®. Both methodologies show usefulness.  

1. Introduction

The sea level rise due to climate changes and the consequent different conditions nearshore in the vicinity of 

coastal structures, will have an impact on those structures since extreme events become more frequent and 

more energetic. So, the knowledge of wave transformation close to coastal structures in those conditions 

become crucial for understanding physical processes (wave run-up and overtopping, in special) and to finally 

get a better design of those structures. Physical scale models and traditional experimental measurements have 

been crucial. However, they are expensive from the point of view of installed equipment and timely 

consumption of human resources. Digital methods and numerical methods can be an alternative. In this work, 

we will use digital images analysis using Matlab® to estimate wave parameters as well as numerical models 

based on the deterministic description of the hydrodynamics using advanced numerical models within 

OpenFOAM®. Both results (digital and numerical methods) are compared with measurements of free surface 

elevation acquired in the physical scale model with traditional methods. 

2. Experimental Method

The physical model was built in the experimental facilities of the Department of Hydraulics and Environment 

(DHA) of LNEC, in the irregular wave channel of the Maritime Hydraulics Pavilion (COI1). The channel is 

49.6 m long, 0.8 m wide and 1.0 m high and equipped with an irregular wave generator. The model, presented 

in Fig. 1a), is a real case and was built and explored according to Froude's law of similarity at a geometric 

scale of 1/90, to guarantee that the defined test conditions could be reproduced in the irregular wave channel 

with the available resources. This choice of scale implies that the time and volume scales were approximately 

1:9.49 and 1:729000, respectively. A sloped structure 2.5:1 with height of 21.5 cm was implemented on the 

highest part of the bottom. Several equipment was installed in the flume, such as resistive probes measuring 

free-surface elevation along the channel and devices to measure the overtopping volume. We tested different 

water level with irregular wave train characterized by different combinations of the wave peak period and 

significant wave height.  

3. Digital Analysis

Several films were performed under different light conditions to stablish the best conditions for the digital 

image processing and analysis procedure. Image analysis was carried out using different software: i) Free video 

to jpg converter to create a sequential of capture frames; ii) Matlab®, in which a set of scripts was created to 

automatically detect water height in several mark locations (Fig 1b1), where edge detection and distance 

between points from the edge has to be process in order to evaluate water height (Fig 1b2) and volume over 

the structure and define run-up and overtopping using different numerical techniques such as interpolation.  
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4. Numerical Model

OpenFOAM® is a widely used open source C++ toolbox, which includes different solvers, tools and libraries. 

It includes the solver interFoam and several boundary conditions, specially designed for coastal processes. 

InterFoam solver consists in solving Navier-Stokes equations / Reynolds-Averaged Navier-Stokes (RANS) 

equations governing the motion of the 3D incompressible and isothermal flows in which the free surface is 

described using a Volume-Of-Fluid method (VOF). Simulations require a detailed 3D model of the geometry 

that was constructed by coordinates to define the bottom and the structure using Salome to represent it through 

a stl (“stereolithography”) file, to be used in OpenFOAM® snappyHexMesh tool to build a mesh in a 

parallelepiped cutted by the stl (Fig 1). Following guidelines of having 7 to 10 cells across the wave height 

and 100 cells along the wavelength (Carvalho et al., 2021), values of dx = dy = dz = 0.1 m were reached. 

Refinements parameters near the paddleboards, the sloped structure and the lateral walls were defined in 

snappyHexMesh Dictionary, using 2 levels for every surface-based refinement and 3 cells between levels. Data 

displacement from the paddle board generating a JONSWAP spectrum was extracted to define wave paddle 

boundary condition. 

5. Results and Conclusions

Digital images taken from the physical model were processed to evaluate the water height at six different pre-

defined “windows” using MATLAB scripts, which detect edges, define 2 points at the edges and calculate 

distance between them (Fig 1b1 and b2). Fig 1b3 shows the sequence of water depth in the selected six 

“windows”. 100 frames from a video were tested and similarities between the results of the program and the 

ones from the probes of the canal can be noticed. The image quality still causes few data errors, which can be 

improved by new tests with different lighting conditions. Fig. 1c shows preliminary simulations with 

OpenFOAM®. Boundary condition to generate waves according the physical models should be improved. 

Fig. 1. Physical scale model: a) Bottom profile of the flume with the structure schema; b) images of the structure and run-up 

definition c) CFD preliminary simulations: 8s perspective and 9.5 s side view. 
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ABSTRACT 

The objective of this work is to present an advanced, hydrodynamic numerical model specifically targeting the 

improvement of coastal vegetation for beach protection. Coastal vegetation (CV) is an effective and low-cost 

coastal protection method that also mitigates the impacts of climatic variability, while maintaining 

biodiversity. The model is based on the formulation of three-dimensional, large-eddy simulations. The 

combined water and air flow is modelled following the porous media approach to study the CV flow resistance. 

The effectiveness of CV is based on the comparison of wave and current results for beaches with and without 

CV. 

1. Introduction

Coastal erosion and flooding are expected to intensify in the future because of the increasing frequency of 

extreme meteorological events, together with their potential to damage littoral infrastructures, touristic beaches 

and coastal ecosystems. Coastal management principles favor environment-friendly methods for beach 

protection in contrast to the "hard" works of the past (breakwaters, revetments, etc.). Nature-based solutions 

(NBS) like coastal vegetation (CV) have received significant attention in the previous decade. Several 

numerical experiments have been performed to study vegetation effects on wave propagation. However, most 

of the numerical models are based on the shallow water two-dimensional (2D) vertical-averaged equations 

(Maza et al. 2015) that do not resolve the depth-varying flow dynamics. One of the first approaches for wave 

damping over vegetation areas was presented in Dalrymple et al. (1984) where different values of a drag 

coefficient were used to take into account the plant motion. The model of Darlymple et al. (1984) was extended 

in Mendez & Losada (2004) in order to compute wave height transformation over a CV field with adequate 

accuracy. Yang et al. (2018) studied numerically the effect of CV on wave propagation using a drag coefficient 

computed by the Morison equation, with the fully nonlinear Boussinesq equations, which also do not resolve 

the depth-varying flow dynamics. They concluded that the CV can effectively cause wave attenuation, 

depending on wave and vegetation characteristics. From previous studies, it is clear that the effect of CV on 

wave attenuation has not been extensively analyzed taking into account the three-dimensional (3D) flow 

dynamics and especially along the water depth. In the present research work, the study focuses on typical storm 

waves while the complete 3D flow field is resolved. 

2. Numerical implementation

The combined water and air flow is modelled as one-fluid flow governed by the 3D incompressible Navier-

Stokes equations, appropriate to model flow in porous media (Liu et al., 1999): 
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(2) 

where xi are the Cartesian coordinates, t is the time, ui are the resolved velocity components, cA is the added 

mass coefficient, n is the effective porosity, p is the pressure, i.e., the sum of dynamic and hydrostatic pressure, 

ρ is the normalized (by its water value) fluid density, δij is the Kronecker’s delta function, Fr is the Froude 

153

mailto:ichalmoukis@upatras.gr
mailto:gleytheriot@upatras.gr
mailto:adimas@upatras.gr


DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

number, τij are the SGS stresses related to the LES formulation, Re is the Reynolds number, μ and ν are the 

normalized (by their water values) fluid dynamic viscosity and kinematic viscosity, respectively, Dg is the 

mean grain diameter of the porous media, and KC is the local Keulegan-Carpenter number. The external 

forcing term, fi, is associated with the implementation of the Immersed Boundary method for the imposition 

of flow boundary conditions on the seabed. The sea surface evolution is tracked by the level-set method, and 

the porous media approach is used to model the CV flow resistance. The computational cost for performing 

these large-scale simulations is extremely high. Thus, High Performance Computing (HPC) methods are used 

in this work. Incident waves of certain height and period are generated by a numerical piston-type wavemaker 

at the offshore side of the computational domain (Fig. 1).  

Fig. 1. Sketch of the configuration of the numerical domain with a coastal vegetation zone. 

3. Results

Numerical simulations of wave propagation and breaking over a beach of constant slope tanβ = 1/15 have been 

performed, with and without the presence of CV. The Reynolds number based on the water depth at the 

wavemaker is equal to Red = 1.3×106. The characteristics of the incident waves correspond to laboratory scale 

dimensional values of H = 0.18 m for the incident wave height and Ts = 1.676 s for the wave period. The water 

depth at the wavemaker in dimensional units is equal to d = 0.60 m. The vegetation field (Fig. 2b) starts at 

depth of 0.45 m, its length is equal to two wavelengths, and its equivalent porosity is neq = 0.82. The envelope 

of the free-surface elevation during two waves is presented in Fig. 2 after ten waves, over a beach without and 

with CV. Wave breaking occurs at x1/d0 ≈ 20 and at x1/d0 ≈ 17 for the case without CV and with CV, 

respectively. The presence of the CV reduces the wave height by about 13%. 

Fig. 2. Envelope of the free surface elevation of waves breaking over a beach of constant slope 1/15 without (a) and with CV (b). 
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ABSTRACT 

A combined monitoring and modelling approach is used to investigate coastal change on a dissipative beach 

in Brandon Bay, Ireland. Time-lapse cameras were deployed and assessed for their suitability for detection of 

shoreline edge and wave run-up. Surveyed beach profiles were used to assess changes in beach elevation from 

December to February 2022 and a coupled wave-morphology model was developed using SWAN and XBeach 

to simulate the observed changes.  

1. Introduction

There is  an urgent need to understand the linkages between coastal shoreline changes and their drivers so that 

we can better protect coastal communities. The generic controls that influence all coasts include, but are not 

limited to, wave-wind action, storm surge, tides, and sediment budgets (Devoy 2015). The magnitude of their 

respective roles cannot be assessed without the relevant long-term monitoring data on the drivers and responses 

(O’ Connor et al., 2011). Conventional terrestrial and water surveys are not repeated frequently enough for 

this purpose (Guisado-Pintado and Jackson, 2020) but autonomous monitoring systems and coupled ocean-

coastal zone models can provide the long time periods and high temporal resolutions needed. Here, we assess 

a low-cost, autonomous shoreline monitoring system deployed on a dissipative beach in Brandon Bay, 

southwest Ireland (Fig. 1), using off-the-shelf time-lapse cameras, and a coupled wave-morphology modelling 

system developed to simulate changes in beach elevation due to storm events.   

Fig. 1. Brandon Bay study area showing camera locations and survey profile transects (left) and sample image from camera 2 (right). 

2. Methodolog

Two Brinno TLC2000 time-lapse cameras were installed on the beach (Fig. 1.) at elevations of 11 m and 14 

m ITM, respectively, and covering alongshore lengths of 200 m and 250 m. The cameras were calibrated using 

the chessboard approach of Zhang (1998) and the images (Fig. 1) were geo-rectified using ten ground control 

points at each site. Shoreline edge detection was conducted by detecting the difference between red and blue 

colour channels (as per Harley et al. (2019)) of time exposure (Timex) images created by taking the average 

of a number of images taken at regular intervals over a 10-minute period. The accuracy of the approach was 

assessed for images taken at 1s, 2s, 5s, 10s, 20s and 30s. Wave runup was determined from Timestack images 

created by layering together a series of photos taken at timed intervals to generate a single image. Image 

georectification, and subsequent analyses, was done using MATLAB, with modified versions of the scripts 

provided by the Coastal Imaging Network (Bruder and Brodie, 2020). 
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A nested wave model was developed using SWAN comprising (1) a regional northeast Atlantic model with a 

uniform spatial resolution of 0.5° and time step of 10 minutes and (2) a local Brandon bay model with a uniform 

spatial resolution of 0.01° and time step of 5 minutes. Wave data from the local model was then used to drive 

a coastal morphology model developed using XBeach at a spatial resolution of 5 m and time step of 1 minute. 

The SWAN models were validated against measured wave data for both domains. Wave and beach conditions 

from December to February 2022 were modelled and compared with surveyed beach profiles measured at 

seven different transects along the beach (Fig. 1) in December and February 2022.  

3. Results

Shoreline edges and wave run-up were successfully detected using the images from the timelapse cameras 

(Fig. 2). Cloud cover and spray affected the quality of the image analyses and required some manual checking 

of the processed images. Stage of tide also affected edge detection with pooling of water on the beach as the 

tide receded towards low tide confusing the algorithm, and the water edge being out of the cameras view on 

spring high tides. As expected, the detected shoreline edge was sensitive to the time interval of the images 

used to create the Timex image but even the 30 second interval edges were close to that of the 1-second interval 

(Fig. 2), which is currently used as the standard in Timex image analysis. 

The beach profile surveys showed noticeable erosion of the beach in the three month period from December 

to February with reductions in elevation of up to 0.5 m (Fig. 2). In February, three storms occurred in 

succession and the effects of each separate storm were noticeable. In general, the model was capable of 

predicting the observed trends in the measured changes in beach elevation (see example in Fig. 2) but requires 

further calibration to improve its accuracy. 

Fig. 2. Shorelines using 1s (left) and 30s (centre) Timex images, and measured and modelled beach profiles at northern-most transect. 

4. Conclusion

Shoreline edge and wave-run-up were successfully detected using Timex and Timestack images, respectively. 

It was found that the temporal resolution of Timex images can be increased from 1 second to 5 seconds with 

negligible loss in accuracy. This small change has significant benefits for camera battery and memory. The 

XBeach results are promising, thus-far, and once fully calibrated the model will be used to study the effects of 

storms of different directions and intensities, successive storm events, and future climate impacts. 
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ABSTRACT 

The mechanism of creating flow-through-like conditions induced by differential tidal forcing at the two inlets 

of coastal lagoons is examined by using particle tracking. Both particles released at one location over a period 

of time, and particles spread over space and released at a single time instant are used. The numerical 

simulations, performed using MIKE 21 Flow Model FM (HD, PT), reveal some features of this complicated 

flow.  

1. Introduction

Hydraulic exchange between a lagoon and the adjacent sea, has long been recognized as a key parameter 

affecting the water quality in the lagoon, including anoxic episodes and dystrophic crises. If regulated, it could 

be used as a management tool, although it is far from obvious how the exchange can be enhanced, as attested 

from documented instances where the addition, for example, of a new tidal inlet has had minimal influence in 

preventing dystrophic crises (e.g., Cladas et al., 2016). The problem is further complicated because the increase 

of the exchange flow is bound to influence the circulation in the lagoon, thus affecting its ecological balance. 

2. The problem defined

Fourniotis et al. (2021), prompted by studies showing widely varying renewal times of lagoons of similar 

dimensions and having at least two tidal inlets, examined a method of enhancing the renewal time of such 

lagoons. The method consists of artificially reducing the tidal range in one of the inlets, thus creating 

differential tidal forcing. (That study, as well as the present deals with the result of differential forcing and not 

with how it may be achieved). They showed, by numerical simulation, using MIKE 3 Flow Model FM (HD, 

TR), of tidally induced hydraulic exchange of the Papas Lagoon, in Western Greece, that the method 

considerably enhances renewal time. For this method to become practical, the dependence of the enhancement 

of renewal time on the problem parameters (geometry of the lagoon, distance between the tidal inlets, 

difference in tidal range etc.) must first be clarified. This is in addition to the need to examine the concomitant 

alteration induced in the lagoon’s circulation, which might influence its overall ecological function. Detailed 

examination of above-described mechanism is initiated herein. 

In order to make the discussion general, we apply our numerical experiments in an idealized geometry, to rid 

them from specific bathymetric or coastline details. The geometry, shown in Fig 1, consists of a lagoon (green 

in Fig. 1) 1 km wide, 5 km long and 2 m deep, connected by two inlets with a northern sea (red/orange, in Fig. 

1) and a western sea (blue/purple, in Fig. 1) respectively. The seas are 40 m at the outer, deepest end and slope

up, to 2 m at the end close to the lagoon. The inlets are 260 m long, 50 m wide and 1 m deep. The tide is

applied at the outer part of the northern and western seas. To examine the differences induced by the differential

forcing, we examine scenario 1, in which the tidal range is 40 cm and 20 cm, at the northern and western seas

respectively, and compare it with scenario 0, in which the tidal range is 40 cm in both seas.

3. Results

The difference, in terms of the exchange flow, between the two scenarios, can be seen in Fig. 2, where we note 

that the cumulative volume which exits from the western inlet (the one with the lower tidal range) oscillates 

around zero for scenario 0, and increases continuously (albeit not monotonically) for scenario 1. The opposite 

happens in the northern inlet (not shown here). This implies the establishment of an effectively flow-through 

regime in scenario 1, and some of the overall features of this flow, have been revealed by Fourniotis et al 
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(2021) by examining the diffusion properties of the flow. Obviously, however, the flow-through nature of this 

oscillating flow is intermittent, due to tidal forcing, and to explore its details, particle-tracking numerical 

experiments are being performed. An instance of such an experiment is shown in Fig. 1. The experiment 

consists of releasing particles at the end each of the inlets, right at their respective entrance into the lagoon, 

first at the northern inlet (left panel) and then at the western inlet (right panel), and observing their paths. 

Specifically, the particles are released in equally spaced time intervals of the third simulated tidal cycle (i.e. at 

the end of warm-up), ten within each tidal period. 

Fig. 1.Idealized geometry of a lagoon (green, lower right) connected to the adjacent seas (in the north and in the west) with tidal inlets. With 

yellow squares are marked the positions, at the end of 30 days, of particles released at the northern inlet (right panel) and the western inlet 

(left panel). The colours indicate the elevation of the free surface. Forcing is provided by the tides in the two adjacent seas (see text). 

Fig. 2.Accumulated volume of water exiting from the western inlet as a function of time. With red curve corresponding to scenario 0 and 

with black corresponding to scenario 1. 

From Fig. 1, we observe that while all of the particles (except two) released at the western inlet (left panel) 

end up, at the end of a 30 day simulation, in the western sea, whereas a fraction of those released at the northern 

inlet (right panel) end up at the western sea, another fraction circulate within the lagoon, and the last fraction 

exits in the northern sea. This is a clear manifestation of complicated nature of the flow-through-like 

circulation. In this experiment, the particles are released in a single location over a period of a tidal cycle. In 

other complementary experiments, particles are spread throughout the lagoon, at one initial instant and 

observed thereafter. Based on the results of these simulations, several features of the differentially forced tidal 

flow within the lagoon, have been recorded. 

4. Conclusions

The mechanism of enhancing renewal time in coastal lagoons having at least two inlets, through differential 

tidal forcing, is explored by performing particle-tracking numerical experiment in a lagoon of idealized 

geometry. This method, which can be viewed as complementary to studying the diffusion of mumerical tracers, 

reveals many details of the complicated periodically forced flow. 
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ABSTRACT 

Process-based models have been employed extensively in the last decades for the prediction of coastal bed 

evolution in the medium term (1-5 years), under the combined action of waves and currents, due to their ability 

to resolve the dominant coastal processes. Despite their widespread application, they are associated with a high 

demand in computational resources, rendering the annual prediction of the coastal bed evolution a tedious task. 

To combat this, various accelaration techniques such as wave input reduction or elimination of lowly-energetic 

sea-states have been implemented in many practical applications. The purpose of this research is to further 

expand on the concept of accelerating morpholgical simulations by developing a methodology centered around 

employing an Artificial Neural Network (ANN), tasked with eliminating wave records unable to initiate 

sediment motion and hence further reduce computational times. The ANN has been trained on a 2DH idealized 

plane sloping beach with a robust dataset produced by simulations of three sophisticated numerical models. 

The proposed methodology has been implemented for a real field case in the coastal area of Rethymno, Greece 

and the obtained results were deemed very satisfactory by maintaining a balance between accuracy of results 

and computational efficiency, having strong implications for practical coastal engineering purposes. 

1. Introduction

Numerical modelling of the coastal bed evolution in the medium term has been at the forefront of research 

efforts for the past decades. While process-based models are capable of resolving the dominant coastal 

processes, they are associated with staggering computational burden rendering morphological modelling 

simulations a tedious task. On this subject various acceleration techniques such as wave input reduction 

(Papadimitriou et al., 2020), model reduction and behavior-oriented modelling have been employed. Often due 

to the sheer amount of input forcing conditions arbitrary thresholds are applied to eliminate lowly-energetic 

wave conditions considered unable to initiate sediment motion. However, these criteria are arbitrarily defined 

and do not consider the full set of wave characteristics (i.e., height, period and incident angle) and the 

geomorphological and sediment characteristics of the study area (i.e., the seabed slope, the bottom roughness 

and the mean sediment diameter), leading to erroneous conclusions. The scope of this paper is to provide a 

novel methodology to systematically dispose sea-states considered unable to initiate sediment motion by 

concerting numerical modelling and Artificial Intelligence techniques. The obtained results have strong 

implications for further accelerating morphological modelling simulations while maintaining the accuracy and 

reliability of the results which is extremely valuable for real-life engineering applications. 

2. Methodology and application

For coasts subject to forcing due to the combined action of waves and currents the criterion of incipient 

sediment motion orders that the maximum value of the Shields parameter, θmax, over a wave cycle is higher 

than the critical Shields parameter, θcr. It follows that the total bed shear stress depends on the near-bed wave 

orbital velocity amplitude, current speed magnitude and bottom friction coefficient whereas the critical Shields 

parameter depends on the sediment characteristics. Taking the above into consideration a methodology has 

been realized for the accurate and systematic elimination of lowly-energetic offshore sea-states utilizing an 

Artificial Neural Network (ANN).  
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For the training of the ANN a 2DH configuration of an idealized plane sloping beach was setup. A combination 

of numerical models, consisting of a hyperbolic mild slope (HMS) wave model, a hydrodyamic model (HYD) 

based on the shallow water equations and a sediment transport & morphology model (SDT), are tasked with 

performing separate simulations considering the following input parameters (IP); offshore wave characteristics 

(Hs, Tp, incident wave angle), Nikuradse bottom friction coefficient (ks), bed slope (m) and mean sediment 

diameter (d50). The output parameters (OP) of the numerical modelling chain are the maximum value of θmax 

in the surf zone and the corresponding value of θcr. Utilizing a “Saltelli” sampling scheme a total of 14336 

combinations of the input parameters were obtained which were then reduced to 500 utilizing a Fuzzy C-

Means clustering algorithm. The combination of IPs and the corresponding 500 OPs were ultimately used as 

a “training dataset” for a multilayer feed forward ANN with 2 Hidden Layers. After the training procedure the 

neural network is tasked with providing prediction of the θmax and θcr for any given values of offshore sea-state 

characteristics, bed slope, mean sediment diameter and bottom friction coefficient.  

The methodology developed herein was then implemented for a real-field case of a coastal area in the vicinity 

of Rethymno Port, Greece and the general steps undertaken will be presented briefly below. A dataset of 

offshore sea-state characteristics is obtained and representative values of the beach slope, d50 and ks are 

provided. Then for each record the ANN provides unique values of θmax and θcr. Any record with θcr < θmax is 

disposed from the dataset. Effectively by eliminating the lowly energetic sea-states the total length of the 

dataset is reduced and one can perform process-based model simulations for a fraction of the total simulation 

time associated with the full dataset. Finally, in the reduced dataset we implemented the Annual Equivalent 

wave heights method of wave schematization to obtain a reduced set of representative wave conditions which 

will be used to force the process-based modelling chain of the HMS, HYD and SDT models. Rate of bed level 

change results are then compared to a “benchmark” simulation containing a robust wave climate of 68 sea-

states and model evaluation is carried out calculating the Root Mean Square Error (RMSE) and visual 

inspection of the results. For a more comprehensive evaluation, comparison of results obtained by applying an 

“arbitrary threshold”, eliminating significant wave heights < 0.5m, a value typical for engineering applications, 

was undertaken. For the case in question, the results obtained by implementing the proposed methodology 

were deemed very satisfactory, as shown in Fig. 1c, compared to the “benchmark” simulation results (Fig. 1a) 

while reducing computational model run-time significantly. Conversely, implementation of an arbitrary 

threshold, lead to significantly worse results as can be deduced by visually inspecting the results (Fig. 1b), 

while also increasing RMSE by an order of magnitude (RMSE=1.30E-8) compared to the one obtained by 

implementing the proposed methodology (RMSE=2.04E-9). 

Fig. 1. Rate of bed level change results of: a) “Benchmark” with 68 sea-states, b) Annual equivalent wave heights with “Arbitrary threshold” 

eliminating 𝐻𝑠 < 0.5 m and c) Annual equivalent wave heights with the proposed methodology by implementing Artificial Neural Network

3. Conclusions

The development of a novel methodology concerting numerical modelling simulations and Artificial 

Intelligence within this research is considered a valuable asset for coastal engineers desiring to obtain accurate 

predictions of coastal bed evolution while simultaneously reducing the computational effort. 
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ABSTRACT 

The morphological coastal bed evolution is of high interest to engineers, scientists and the public due to the 

vast number of activities concentrated near the shoreline. Traditionally, process-based models have been 

employed to predict bed level changes in time scales of 1-5 years, however they are associated with 

prohibitive computational restrictions. To reduce the computational burden, wave Input Reduction methods, 

aiming to reduce the forcing input and accelerate morphological simulations have been developed. The 

present paper aims at evaluating the K-Means algorithm as an alternative approach to select wave 

representatives for morphological simulations. Several alternative configurations were tested in order to 

enhance and coerce the algorithm to “smartly” select the representative waves. The examined configurations 

were implemented in the coastal area of Rethymno, Greece for an annual dataset of sea-state wave 

characteristics and the results were deemed very satisfactory compared to those obtained by the full wave 

climate, rendering the use of K-Means algorithm a valuable tool for coastal engineers and scientists. 

1. Introduction

Process-based models have been employed in the past decades for the purpose of predicting annual coastal 

bed evolution under the combined action of waves and currents due to their ability to resolve most of the 

dominant nearshore processes driving sediment transport. However, these models are associated with high 

demand of computational resources rendering the medium term (1-5 years) prediction of coastal bed 

evolution a tedious task. Consequently, various acceleration techniques have been employed by coastal 

modelers, with the most notorious being wave Input Reduction (IR) methods, aiming to reduce the forcing 

input of process-based models by selecting a set of representative wave conditions able to reproduce the 

changes induced by the full wave climate. Essentially, binning IR methods divide the bivariate wave height 

and mean wave direction climate in bins containing an equal fraction of a proxy quantity driving longshore 

sediment transport (such as wave energy flux) and then obtaining a representative for each bin (Benedet et 

al., 2016). The aim of this research is to examine whether the K-Means clustering algorithms can provide a 

viable alternative to Binning IR for the purpose of predicting coastal bed evolution at an annual scale, 

reducing both computational times while also maintain accurate results.  

2. Methodology

The widely-used K-Means (KM) clustering algorithm will be utilized in the framework of this research and 

various alternative configurations will be examined aimed at coercing the algorithm at smartly “selecting” 

centroids in order to incorporate longshore sediment transport gradients which are responsible for the 

medium term coastal bed evolution. At total, six different configurations were tested with the main distinct 

characteristics showcased in Table 1. In general, the tests examined herein focus mainly on the cluster 

centroid initialization method by concerting Binning IR methods with the KM algorithm, swapping of 

clustering variables to longshore transport quantities (S, Efl, MWD) and application of filtering 

methodologies to eliminate lowly-energetic sea-states. It should be noted that the number of representatives 

was kept constant at 12 throughout all the alternative configurations and the sequencing of wave conditions 

was random for the first test KM-01 while for the subsequent tests the set of centroids with the most similar 

ordering to the KM-01 test was obtained by implementing the optimization “Kuhn-Munkres” algorithm to 

systematically reduce the effect of sequencing on the results. An efficient parabolic mild slope wave model 

was an integral part of tests KM-04 through KM-06 model and was implemented to obtain nearshore wave 

characteristics. 
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Table 1: Overview of the alternative KM algorithm configurations 

Test Input Variables Cluster Initialization Method Applied weights 

KM-01 𝐻𝑚𝑜, 𝑇𝑝, 𝑀𝑊𝐷 K-Means++ - 

KM-02 𝐻𝑚𝑜, 𝑇𝑝, 𝑀𝑊𝐷
Energy Flux method 

centroids 
- 

KM-03 𝐻𝑚𝑜, 𝑇𝑝, 𝑀𝑊𝐷 K-Means++

Energy flux of 

individual wave 

records 

KM-04 𝑆, 𝐸𝑓𝑙, 𝑀𝑊𝐷 K-Means++ - 

KM-05 𝐻𝑚𝑜, 𝑇𝑝, 𝑀𝑊𝐷
Pick-up rate method 

centroids 
- 

KM-06 
𝑆, 𝐸𝑓𝑙, 𝑀𝑊𝐷 with elimination of

non-breaking sea-states 
K-Means++ - 

3. Applications and results

The alternative configurations were implemented for the coastal area near the Port of Rethymno in Crete, 

Greece. Offshore sea-state wave characteristics were obtained from the Copernicus database for the year 

2012, containing a total of 8762 records. For the morphological modeling simulations, the process-based 

model MIKE21 CM FM was implemented. The simulations were performed through the “Morphodynamic” 

approach, i.e. online coupling & constant feedback interaction between the wave, hydrodynamic and 

sediment transport models. The obtained representatives by implementing all the KM tests are shown in 

Fig.1. It can be deduced that between the examined alternative configurations of the algorithm significantly 

different clusters (shown with different colors in Fig. 1) and representative wave conditions are 

distinguished. 

Fig. 1. Obtained clusters and representative wave conditions by implementing the KM-tests alternative configurations: KM-01, KM-02, KM-

03 (top), KM-04, KM-05, KM-06 (bottom) 

Model results were systematically evaluated for each test by comparing the obtained results with a “brute 

force” benchmark simulation containing the full wave climate and calculating the Brier Skill Score (BSS). 

All tests were ultimately found to give “Excellent” results (BSS > 0.5) with the model run-time reduction 

varying between 25-50%. 

4. Conclusions

The overall investigation highlights the capability of utilizing the K-Means clustering algorithm as an 

alternative to binning wave Input Reduction methods, effectively reducing computational times while also 

maintaining the accuracy of the process-based model results. 

References 

Benedet, L., Dobrochinsky, P., Walstra D., Klein A., Renniers A. (2016) A morphological modeling study to compare different 

methods of waveclimate schematization and evaluate strategies to reduce erosion losses from a beach nourishment project, Coastal 

Engineering, 4, 115-120. 

162



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

SINERGEA - Real-time forecasting system for managing floods, bathing water 

quality and wastewater energy consumption 

Luís M DAVID1, Anabela OLIVEIRA2, Marta RODRIGUES3, André B FORTUNATO4, João ROGEIRO5, João 

BARREIRO6, Filipa FERREIRA7, José S. MATOS8, Flávio SANTOS9, Ramiro NEVES10, António MARTINS11; 
Osvaldo SILVA12; Alexandre ATAÍDE13; Nuno SILVA14, Joaquim FREIRE15, Alexandra CRAVO16, António 

SOARES17, Hugo RODRIGUES18, Paulo B AZEVEDO19 

1,2,3,4,5 Laboratório Nacional de Engenharia Civil, Portugal, ldavid@lnec.pt 
6,7,8 CERIS, Instituto Superior Técnico da Universidade de Lisboa, Portugal, joao.barreiro@tecnico.ulisboa.pt  

9,10 MARETEC, Instituto Superior Técnico da Universidade de Lisboa, Portugal, flavio.t.santos@tecnico.ulisboa.pt 
11,12,13,14,15 Águas do Algarve S.A., Portugal, antonio.m.martins@adp.pt  

16 CIMA, Universidade do Algarve, Portugal, acravo@ualg.pt  
17,18 Siemens, S.A., Portugal, antoniom.soares@siemens.com  

19 Município de Albufeira, Portugal, paulo.azevedo@cm-albufeira.pt  

ABSTRACT 

1. Introduction

Coastal cities face growing challenges from flooding, sea water quality and energy sustainability, which 

increasingly require an intelligent, real-time management. Urban drainage infrastructures often require 

pumping stations (PS) in low-lying areas, which transport to the wastewater treatment plant (WWTP) all 

waters likely to pollute downstream beaches, including rainfall-derived infiltration inflows and stormwater 

from small rain events. During the bathing season, decentralized management measures, including nature-

based solutions, can be used to retain stormwater and promote its transport to the WWTP after the rainy 

event. However, the growth in pumped and treated flows increases energy consumption. In addition, real-

time tools are required to support the assessment and prediction of the quality of bathing waters, to assess the 

possible need to prohibit beach water usage. During heavy rainfall events, decentralized management 

systems can also contribute to mitigate downstream flooding. Nevertheless, this requires the operation of the 

entire system to be different from that used to protect bathing water. 

2. The SINERGEA IT infrastructure

Within the SINERGEA Project, an intelligent platform was developed and is being demonstrated to support 

the management of flooding emergencies and bathing water contamination, and the efficient use of energy 

consumed by sanitation infrastructures. This system integrates real-time information provided by different 

entities, including monitoring networks, infrastructure operation data and a forecasting framework. The 

forecasting system includes several models covering all relevant water compartments: atmospheric, rivers 

and streams, urban stormwater and wastewater infrastructure, and receiving coastal water bodies. 

The SINERGEA system uses the XHQ platform (eXtended HeadQuarters), which is an Enterprise 

Operations Intelligence software developed by Siemens. It aggregates, integrates, analyses and displays 

information from various sources, including personalized products in real time, based on the available 

information. The intelligent forecasting system that simulates in real time the water quantity and quality and 

energy consumption is based on LNEC’s generic forecast framework WIFF (Fortunato et al., 2017). 

Figure 1 shows the input and output variables between the models used for modelling and forecasting 

discharges in coastal waters. The meteorological modelling uses the WRF model, applied with a 1 km grid 

resolution for the case study region (Albufeira, south coast of Portugal). Urban drainage modelling uses the 

MOHID Land model (www.mohid.com) loosely coupled with the SWMM model (US EPA). A deterministic 

model of energy consumption in pumping and treatment plants was developed and data-driven approaches 

that suit the objectives of the case study and the monitored data will be investigated. The modelling of 

hydrodynamics and water quality in the receiving body is performed with the SCHISM modelling system 

(ccrm.vims.edu/schismweb) in 3D mode, taking into account the interactions between baroclinic flow and 

short-period waves, and simulating hydrodynamics and faecal contamination (Rodrigues et al., 2011). The 
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intelligent system uses a database of indicators for flooding, bathing water and energy issues, based on a 

wide combination of scenarios and management alternatives. 

Fig. 1. Input and output variables between models for modelling and predicting the quality of water discharged into the receiving water body. 

3. Case study results

The SINERGEA system is being demonstrated on the city of Albufeira, Portugal, and its coastal 

neighbourhood. The stream and the separate sewer networks are managed by the municipality, the 

interceptor sewer system and the WWTP are managed by a wastewater utility, and the coastal bathing water 

by the National Water Authority. The interceptor sewer system has 10 pumping stations and serves various 

coastal urban-tourist developments. Figure 2 illustrates some results. 

Flooding 

1D/2D model domain and infrastructures (left); Ex. of results for water depth (middle) and outlet discharge. 

Bathing 

water 

quality 

Coastal zone model: horizontal grid and bathymetry, water levels validation, and example of an emergency scenario. 

Energy 

and 

sanitary 

sewer 

overflows 

Examples of modelled energy line, power consumption, and calibration of pumped and SSO flows at a pumping stat. 

Fig. 2. Case study models and results for the three components studied: flooding, bathing water quality and energy. 
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ABSTRACT 

This study proposes a novel acoustic rainfall sensing approach based on the machine learning technique, 

Gaussian Process Regression (GPR). Rainfall audio data is collected for 15 rainfall events from five different 

spots in an urban environment in Subang Jaya, Selangor, Malaysia.  These spots are close to a weather station 

recording the rainfall data with 1-min resolution.  In total, 40 acoustic features were extracted from the rainfall 

audio data, of which 7 were selected through cross-correlation analysis and visualization methods. Using the 

7 selected acoustic features as inputs, the calibrated GPR model estimated rainfall with R2=0.784, 

RMSE=0.270 (mm/min), and MAE=0.191 (mm/min). It was concluded that the proposed model could 

potentially be utilized for rainfall crowdsourcing through citizens' science. 

1. Background

Rainfall data is one of the essential inputs for hydrological modelling and prediction. The high spatial and 

temporal resolution of rainfall data can enhance the accuracy and predictive capabilities of any flood 

forecasting and warning system, especially in urban areas with fast runoff response (Emmanuel et al., 2012). 

Despite having rain gauges, radars and satellite images for rainfall estimation, alternative rainfall sensing 

approaches are still needed to complement the conventional methods. However, most of the studies on acoustic 

rainfall sensing are sensor-based, which naturally makes them point measurement tools. This study aims to 

develop an acoustic rainfall sensing tool using machine learning techniques and recorded rain audio as inputs. 

This proposed model can potentially be utilized in citizen science applications. 

2. Methodology

2.1. Study site and data used 

This study is conducted at the Monash University Malaysia campus and surrounding, located in Subang Jaya, 

Selangor, Malaysia. Five Zoom H2n field sound recorders were used to record rainfall sound in an 

uncompressed WAV format at a sampling frequency of 44.1 kHz at 16-bit depths. All sound recorders are 

within a 200-m perimeter of a weather station (Watchdog spectrum 2000 brand) that collects 1-minute rainfall 

data with a minimum detection value of 0.2 mm. The five audio data collection points represent typical urban 

environments with diverse human activities. 15 rainfall events with 1-min resolution (rainfall and its audio 

data) were collected from Sep-2020 to May-2021 (4239 data points). The data was then split into training, 

validation, and testing datasets (60%, 20%, 20%). 

2.2. Acoustic features extraction and shortlisting 

Forty acoustic features of time, frequency, and cepstral domains were extracted from the recorded rainfall 

audio data and analyzed to shortlist those best correlated with rainfall data. A cross-correlation analysis and 

several visualization methods were used in the feature selection process.     

2.3. Acoustic rainfall sensing model 

Different combinations of selected acoustic features were used as inputs to develop a Gaussian Process 

Regression (GPR) model (Rasmussen and Williams, 2006). GPR belongs to the nonparametric kernel-based 

probabilistic models. The model assumes that the training dataset follows a gaussian prior probability and then 
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infers the corresponding posterior probability using a Bayes theorem. Coefficient of Determination (R2), Root 

Mean Squared Error (RMSE) and Mean Absolute Error (MAE) were used to assess the model performance. 

3. Results and discussion

Cross-correlation analysis and visualization methods such as generating Mel spectrograms (frequency vs. time) 

and spectrums (frequency bs. Sound energy) were used to select the suitable acoustic features. Figure 1 shows 

a sample spectrum for 2 mm/min rainfall intensity recorded at the five stations (points A-E). It was observed 

that the acoustic features at each collection point are different. The feature selection analysis of this study 

found that a combination of acoustic features Spectral Roll-off (SRO) and Mel Frequency Cepstral Coefficients 

(MFCCs) 1, 2, 4, 8, 10, and 13 are the best-performing ones for rainfall estimation in the GPR model.   

Fig. 1. Sample spectrums of rainfall sound, recorded in five locations (A-E), at rainfall intensity of 2 mm/min. 

An exponential squared kernel was used in the GPR model, and the model parameters σ and β were set at -

0.1461 and 0.2301, respectively. The performance of the GPR model in rainfall estimation is presented in 

Table 1. To visualize the model performance, Fig. 2 illustrates the observed vs. simulated rainfall data for the 

testing dataset, where the resolution of the rainfall data is converted to a more practical unit of mm per 5-min. 

As it can be seen, the GPR model successfully simulates rainfall data for both low and high intensities. In 

conclusion, the proposed acoustic rainfall sensing model can estimate rainfall with reasonably high accuracy 

and could potentially be used for crowdsourcing rainfall data.     
Table 1. The GPR model performance in rainfall estimation at training, validation, and testing stages. 

Dataset R2 
RMSE 

(mm/min) 

MAE 

(mm/min) 

Training (60% of data) 0.836 0.233 0.164 

Validation (20% of data) 0.757 0.278 0.201 

Testing (20% of data) 0.784 0.270 0.191 

Fig. 2. Scatter plot of observed vs. simulated rainfall data by GPR model for the testing dataset. 
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ABSTRACT 

Temperature and precipitation are important indicators of the hydrological cycle that affect different aspects 

of human life. This paper aims to present and analyze the spatiotemporal variation and change point detection 

of precipitation and monthly air temperature (average, minimum and maximum) for a duration of 1964 to 2014 

in the major urban area across Iran using Theil-Sen and Mann-Kendall trend analysis. This research output 

showed that highest range of rainfall changes occurred at stations adjacent to the Caspian Sea (Rasht and 

Gorgan synoptic stations) in the north and the Persian Gulf border (Bushehr synoptic station) at the south of 

the country. Winter, spring and autumn precipitation decreased by 92%, 73%, and 46% of whole stations, 

respectively. Application of Theil-Sen estimator also showed that, minimum and maximum temperature has 

been increased and the central area of Iran has the highest rate of temperature rise. Also, the average 

temperature trend showed that autumn average temperature decreased while the temperature increased in other 

seasons. Also, Mashhad, Zahedan, Tabriz, Khorramabad and Shiraz stations, record continuously increasing 

trend of temperature in all months. This study sheds light on the challenges of accessing surface water 

resources in arid and semi-arid environments due to natural and anthropogenic driven factor. 

1. Introduction

New research on climate parameters clearly shows that, there is obvious evidence of climate change pattern 

at global or regional scale (Maghrebi et al., 2020). Besides, this change may affect agriculture or economical 

activities and create social, economic or ecological side effect (Ghafarian et al., 2018). Therefore, temporal 

and spatial variations of precipitation and temperature are important from both the scientific and executive 

aspects point of view. Several studies have addressed the importance of climate parameter change detection 

and trends in Iran since the last century, but all of them have a spatial and temporal limitation. For example, 

Raziei et al. (2005) used 36 years of yearly precipitation from 79 climatological stations in arid and semi-arid 

regions of Iran. This research output shows that the precipitation trend has spatial character and decreased in 

the southeast corner of Iranian territory (Raziei et al., 2005). The most important goal of this research is to 

detect the trends of annual, seasonal and monthly precipitation and temperature (maximum, minimum, 

average) over Iran between 1964 and 2014, which is a longthy historical data available in the study area using 

the Mann–Kendall and Theil-Sen estimator. The innovations of this research include a) this research cover the 

whole Iranian territory b) duration of investigation cover the maximum common same period c) monthly, 

seasonal and yearly trend have been analyzed. 

2. Methodology

In this study, the Mann-Kendall (MK) test was employed for the detection of trends in data sets. In this regard, 

the null and alternative hypothesizes were that the data was a set of m independent variables and a sample that 

followed a monotonic trend, respectively. This test is calculated as Eq. (1). 

( ) ( )
1

1 1

1 if 0

sgn where sgn 0 if 0

1 if 0

m m

j k

k j k

x

S x x x x

x

−

= = +




= − = =
− 

  (1) 

Where m is the number of data points and also the mean and variance of S are zero and unit, respectively. 

For m > 10, S statistic is transformed to the standard normal variable Z by Eq. (2) (Tabari and Talaee, 2011) 
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Where σ is the standard deviation of S. In Eq. (2), positive and negative values show an increasing and 

decreasing trends in the used data set, respectively. 

3. Rustles and Discussion

Precipitation magnitude and variation show a strong spatial and temporal character. Maximum precipitation 

occurs at the north stations (along the Caspian Sea with a decreasing trend from west to east) and minimum 

precipitation occurs in the central part of Iran. Maximum annual precipitation occurs in Rasht station (West 

Caspian Sea) in 1972 (1967.6 mm) and minimum precipitation records occur in the Yazd station in 2010 (9.3 

mm). The maximum annual rainfall in central and eastern Iran has never been more than 250 mm (one-third 

of the world’s average precipitation (Aradpour et al., 2021). Moreover, maximum precipitation variation 

occurs beside the Caspian Sea in the north and Persian Gulf in the south. Synoptic stations of Rasht, Gorgan, 

Yasuj and Bushehr show the large range of changes in average annual rainfall over the past five decades. 18 

stations average annual precipitations are higher than average annual precipitation. Average annual 

precipitation in Iran over the past five decades was 254.37 mm with maximum 346.2 (in 1982) and minimum 

157.8 (in 2010). max29.9 % of annual precipitation fall in autumn, 18.5% in spring, 6.4% in summer and 

respectively 45.2% in winter. Seasonal precipitation falls in range of autumn (23.67-118.94 mm), spring 

(14.42-86.9 mm), summer (4.49-30.23 mm) and winter (63.57-180.39 mm). Most of the winter rainfall is in 

the western, eastern and central stations also summer rainfall mostly occur in the north, northeast and the 

southeast stations in the study area. 

4. Conclusion

The monthly, seasonal and annual trends of Temperature (maximum, minimum, average) and precipitation 

were analyzed by the Mann–Kendall test and Sen’s slope estimator. The results of this study revealed that, 

Average annual rainfall in Iran was 254.37 mm with maximum 346.2 (in 1982) and minimum 157.8 (in 2010). 

Also, 29.9 % of annual precipitation fall in autumn, 18.5% in spring, 6.4% in summer and respectively 45.2% 

in winter over the past five decades. Seasonal precipitation is in the autumn (between 23.67-118.94 mm), 

spring (between 14.42-86.9 mm), summer (between of4.49-30.23) and winter (between 63.57-180.39 mm). 

Theil-Sen estimator on seasonal precipitation demonstrates that spring and winter have a negative trend while 

autumn and summer shows an increasing trend over the Iranian territory. Spatial seasonal Theil-Sen estimator 

also shows that Isfahan (1.13mm/year) and Ilam (2.79 mm/year) station has increased trend in winter while 

other stations shows a strong decreasing trend. The winter precipitation series also showed a negative trend at 

approximately 92% of the stations. Ilam, Zahedan, Isfahan, Tehran, Ghazvin and Zangan stations show an 

increasing trend in spring season while other stations show a decreasing trend. The winter temperature series 

showed an increasing trend at about 81% of the stations. In spring most of the stations showed the increasing 

trend. The autumn temperature series revealed an increasing trend approximately 46% of the stations. Monthly 

Theil-Sen estimator application shows that Mashhad, Zahedan, Tabriz, Khoramabad and Shiraz record 

continuously increasing trend in all months. Also the monthly increasing pattern mainly focused on the central 

part of Iran.  
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ABSTRACT 

In the last years green roofs are being used as a control measure for urban stormwater management as they 

retain, detain and slowly release rainwater. Green roofs present many economic, social and environmental 

benefits. The research focuses on the main outcomes highlighted by selected literature studies on the hydraulic 

performance of green roofs. The hydraulic efficiency has been specifically assessed through the definition of 

two parameters of great interest to design the tailwater drainage system: the peak reduction and the volume 

reduction indexes. 

1. Introduction

The world has observed a rapid urbanization over the past decades, with the increase of the construction to 

accommodate the shift in population from rural to urban areas. This results in several environmental issues on 

a global scale, such as urban floods and Urban Heat Island (UHI) effects. Moreover, the growing urbanization 

influences the natural water cycle: the impermeable surfaces augment and, consequently, there is an increase 

of the surface runoff and a reduction in infiltration. Climate change further aggravates these problems by 

increasing both the frequency and intensity of climatic extremes. These critical issues can be partially solved 

by installing Green Roofs. A Green Roof (GR) installation consists in the introduction of plants and soil on 

the building rooftop. GRs can be used as control measure for urban stormwater management as they retain 

rainwater, promote evapotranspiration (ET), and delay peak flows. Rainwater landing on GRs enters a complex 

hydrological system. The system retains water in vegetation, substrate and layered materials, thus providing 

runoff retention capacity for stormwater management. In addition, water leaving the GR systems through ET 

contributes to a cooling effect, the mitigation of UHI effect and the indoor thermal environment isolation. 

Other significant GRs benefits include the improvement of the water runoff quality by the filtration of 

pollutants and heavy metals out of rainwater and the reduction in air pollution and greenhouse gas emissions 

thanks to the ability of the vegetation to filter the air. Nowadays, the scientific and technical literature studies 

on the hydrologic behavior of GRs can be considered as quite exhaustive. However, some gaps have to be still 

filled to define the main hydraulic performance parameters of GRs and to characterize them by adopting 

standard commercial numerical models as Storm Water Management Model (SWMM), Hydrus-1D and Soil 

Water Atmosphere and Plant (SWAP). In this regard, this research aims to resume the main outcomes 

highlighted by selected literature studies in the range of the assessment of the hydraulic performance of 

extensive GRs.  

2. Hydraulic benefits of green roofs

The hydraulic efficiency of extensive GRs can be evaluated by quantifying the reduction of volume and peak 

outflows. The reduction of the peak outflows from the catchment equipped with one or more GRs is typically 

compared with the conventional roof scenario (GR is not installed). The Peak flow Reduction PR is usually 

defined as: 

PR [%] =100×(Q0max - QGRmax)/ Q0max  (1) 

where Q0max and QGRmax are the outflow peaks in the conventional roof and GR implementation scenarios, 

respectively. In general, literature simulations results reveal that the PR is not influenced by climatic 

conditions, but it is mainly affected by rainfall-event characteristics and GR retention capacity. 
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The Volume Reduction VR is influenced by many factors, e.g., the initial water content, the slope of the roof, 

the vegetation, the growth media, the meteorological conditions and the precipitation. VR can be computed as: 

VR [%] =100×(V0 -VGR)/ V0  (2) 

where V0 and VGR are the outflow volumes of the reference conventional roof and GR implementation, 

respectively. So far, not many studies have investigated how PR and VR of GRs vary by changing boundary 

conditions. A summary of the main outcomes derived by these investigations is shown in Table 1 and Fig.1. 

Table 1. Details of literature studies on the peak and volume reduction efficiency of GRs. 

Authors Site 
Max. Rainfall 

Depth [mm] 

Substrate 

Depth [mm] 
PR [%] VR [%] 

Numerical 

Model 

Stovin et al. (2012) Sheffield (UK) 99.6 80.0 60.0 30.0 - 

Masseroni and Cislaghi (2016) Seveso Basin (Italy) - 192.0 58.0 35.0 SWMM 

Fassman-Beck et al (2018) 
Auckland 

(Australia) 
- 50.0-150 73.0-89.0 - - 

Palla et al. (2018) Genoa (Italy) 462.8 120.0 30.0 30.0 SWMM 

Palla and Gnecco (2020) 

Bergamo (Italy) 

Genoa (Italy) 

Castelbuono (Italy) 

96.4 

462.8 

91.8 

120.0 

120.0 

120.0 

60.0 

40.0 

30.0 

52.0 

SWMM 

Mrowiec et al. (2021) 
Częstochowa 

(Poland) 
70.7 50.0-70.0 60.0 35.9 SWMM 

Fig. 1. Peak and volume reductions reported in literature studies. 

3. Conclusions

This paper pays attention on the evaluation of the role of greenery systems in reducing stormwater runoff, 

through the volume and the peak reduction. As shown, the quantification of the hydraulic efficiency parameters 

of GRs in the selected literature is quite heterogeneous and a guideline for estimating preliminary values of 

flow and volume reductions of GRs is still far to be achieved. It is a challenge to predict the hydraulic 

performance, as the system hydraulic behavior is affected by the specific type and location of GR location. For 

this, a numerical investigation to assess the variation of the hydraulic parameters of GR efficiency by 

considering an urban block retrofitted with GRs, in Naples (Italy), is ongoing. The simulation is being 

implemented by SWMM and the methodological approach of Palla et al. (2018) is applied to estimate the 

actual ET. Preliminary results confirm the positive impact of GRs in the stormwater management 
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ABSTRACT 

Surcharged manholes in combined sewer networks experience a range of complex mixing conditions that 

hydraulic modelling packages do not consider. This paper investigates the mixing response of a benched 

surcharged manhole. 

1. Introduction

In combined sewer networks, rainfall enters the network causing both manholes to become surcharged and 

combined sewer overflows to occur. Thus, water quality modelling within sewer networks is of interest to help 

ensure receiving waters are not adversely affected. To predict water quality, both the hydraulics and the mixing 

processes that affect the spread (dispersion) of pollutants are important. Mixing within pipes is well understood 

(e.g., Taylor, 1954). However, while manholes are a common element of sewer networks, mixing within them 

is less well understood due to their complex geometries. 

Mixing within unbenched manholes can be described as either “below-threshold” or “above-threshold”, 

depending on surcharge water depth in relation to threshold depth, both relative to the inlet pipe soffit 

(Sonnenwald et al., 2021). In the below-threshold condition, mixing resembles a continuously stirred tank 

reactor, i.e., well-mixed (Levenspiel, 1972). In the above-threshold condition, flow short-circuits and 

comparatively very little mixing occurs. The threshold depth is a function of inlet pipe and manhole diameters. 

Most manholes built today are benched (WRC, 2012), but there is less literature addressing mixing in benched 

manholes. The results of Saiyudthong (2004) suggest that mixing within benched manholes is similar to an 

above-threshold unbenched manhole. Despite this and other research, modelling packages such as InfoWorks 

ICM persist in assuming instantaneous complete mixing within all manholes at all times (Innovyze Inc., 2019). 

Mixing within manholes can be best described using Residence Time Distributions (RTDs). The RTD E, when 

convolved with an upstream concentration profile (u), predicts a downstream concentration profile (y): 

𝑦(𝑡) = ∫ 𝐸(𝜏)𝑢(𝑡 − 𝜏)d𝜏
∞

−∞

 (1) 

where t is time and τ is a dummy variable for integration. An RTD can be obtained from experimental results 

using deconvolution (Guymer and Stovin, 2011) and can be predicted in unbenched manholes using a 

compartmental mixing model (Sonnenwald et al., 2021). The Cumulative Residence Time Distribution 

(CRTD, F), the cumulative sum of the RTD, can be interpreted to infer the underlying flow conditions 

(Levenspiel, 1972). Note that the instantaneously well-mixed RTD can be expressed as EWM = exp(–tQ/V), 

where Q is flow rate V is manhole volume, and tQ/V is dimensionless time. 

As there are few studies describing mixing within benched manholes, this study aims to record solute transport 

traces in a laboratory-scale surcharged benched manhole and reveal the underlying CRTD. This will be used 

to inform on how to best represent mixing within benched manholes. 

2. Methodology

A 216 mm straight-through circular manhole with aligned 24 mm diameter inlet and outlet pipes was fitted 

with 1:12 slope full pipe-depth benching (Fig. 1). Fluorescent Rhodamine WT dye was injected upstream of 

the inlet pipe and dye concentrations recorded at 50 Hz using two Turner Designs Cyclops-7 fluorometers, 

fitted to the pipes 600 mm either side of the manhole centre. Over 60 solute traces were collected with 

surcharges ranging from 12 to 234 mm and flow rates ranging from 0.088 to 0.370 L/s. The data were pre-

processed with a linear background subtraction and the start and ends of the trace being determined by 1% of 

peak concentration. Mass-balance was assumed as implied by Eq. (1). Maximum Entropy Deconvolution, in 
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which the entropy (amount of information) in the RTD is maximized subject to the constraint that the RTD 

satisfy Eq. (1), was used to obtain the RTD and CRTD (Sonnenwald et al., 2015; Guymer et al., 2020). 

Fig. 1. Model manhole a) end-view showing benching, b) side-view showing fluorometer placement, c) photograph 

3. Results

Initial results of this study are presented here. Example low- and high-surcharge deconvolved CRTDs for a 

benched manhole are plotted in Figs. 2a and 2b respectively, compared to the theoretical well-mixed CRTD, 

plotted in Fig. 2c. The observed mixing behaviour clearly varies from the well-mixed assumption employed 

by hydraulics modelling packages, and these results suggest those packages are vastly over-estimating mixing. 

Fig. 2. Cumulative Residence Time Distributions, illustrating mixing, for a) an experimental low-surcharge benched manhole (solid line), b) 

an experimental high-surcharge benched manhole (dash-dot line), and c) the assumed well-mixed response of hydraulic water-quality 

modelling packages (dashed line). 

Figure 2a, the low-surcharge CRTD, appears to be a cumulative Gaussian distribution, suggesting that in 

certain conditions the Advection-Diffusion Equation (ADE) could represent mixing within a benched manhole. 

Considering the half-circular section of a dry weather flow channel, this is reasonable. As surcharge increases 

this assumption, is less valid. 

The first part of the high-surcharge CRTD (Fig. 2b) appears to be close to cumulative Gaussian in shape. This 

suggests that most of the flow still follows the dry weather flow channel. The longer tail indicates upwards 

exchange into the surcharge volume, which acts as a dead zone and increases mixing. This complex behaviour 

cannot be described by a simple mixing model, neither an ADE-based approach nor well-mixed CRTD. 

Further investigation of mixing in surcharged benched manholes is ongoing and a comparison of these results 

with the compartmental mixing model developed by Sonnenwald et al. (2021) will be presented. 
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ABSTRACT 

1. Introduction

The assessment of the impact of surface drainage conditions and the related effect on urban flooding is the 

general aim of the present research study. The main objective is to analyze the surface drainage efficiency by 

evaluating the influence of storm drain inlet location on pluvial flooding. This study focuses on the impact of 

surface drainage system, in terms of positioning, typology and size of inlets, on pluvial flood hazard. 

2. Methods

In this study the FLURB-2D propagation model has been used (Palla et al., 2018). It is a two-dimensional 

inertial model based on the Saint Venant equations and it was, originally, developed with a different purpose. 

The model was worked out to simulate alluvial plains flow propagation when topography is uneven (Aronica 

et al., 1998) and it was, first, applied to urban areas by Aronica and Lanza (2005). Details about the 

hydrodynamic model are reported in Aronica et al. (1998), Aronica and Lanza (2005) and Palla et al. (2018). 

Inlets in the study area have a different hydraulic behavior as a function of flow depth value: they are 

comparable to weirs for flow depth lower than 0.12 m and to orifices for flow depths greater than 0.12 m. Four 

different hypothetical scenarios for the location of the drain inlets were considered (Table 1). Drain inlets 

located: at street intersections (”St. crossings”); at the middle of the street (“Middle”); along the lower elevation 

side of the street (“Ledge”); and along the higher elevation side of the street (“Hedge”). The hydraulic capacity 

of an individual drain inlet was kept constant for the different scenarios depending only on the local water 

stage. This results in different total hydraulic drainage capacity. 

Table 1. Description of the drain inlet scenarios 

Scenario Number of drain inlets Description 

St. crossings 26* Drain inlets are located only at street crossings.  

Middle 147 Drain inlets are located in the center line of the streets spaced 25 m. 

Ledge 146 Drain inlets are located along the lower elevation side of the streets spaced 25 m. 

Hedge 147 Drain inlets are located along the higher elevation side of the streets spaced 25 m. 

* This scenario represents a substantially smaller drain inlet hydraulic capacity when compared to the three other scenarios.

3. Case study

The methodological approach presented in this study is applied in a real study area in the town of Messina 

(Italy). Ganzirri lake is situated within the area of Messina city, and it is located, approximately, 13 km north-

east of the city center (Figure 1). The area around the lake is, entirely, densely urbanized, with streets and 

blocks with limited pervious parts. The drainage system is mainly separated from the sewer system and there 

is no stormwater drainage system. Starting from the morphology of the study area, a mesh has been defined in 

order to cover the entire surface drainage network, and the internal nodes were made to coincide with the drain 

inlets. The mesh area is about 0.47 km2, it is discretized as 42,520 triangular elements and 24,792 nodes. 

Geometric features (x, y, z coordinates) of nodes have been derived from a DEM, with 0.5 m resolution 

obtained from a drone survey carried out in 2019. 
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Fig. 1. Overview of the study area, Ganzirri village, in the town of Messina, Italy (from Google Maps). 

Street network of the area is covered by the mesh and each triangular element is considered impervious (paved 

or asphalted) while buildings are represented as voids in the mesh. Each inlet has a contributing area (totally 

paved) which is not, directly, connected to a single inlet as it results from the flow hydrodynamics in the 

domain. FLURB-2D simulates overland pluvial flow propagation, and the interactions with the subsurface 

drainage network are not simulated. The analysis is carried out by using as input synthetic hyetographs derived 

from the analysis of rainfall data. A network of inlets is considered, distributed in the study area. Direct rainfall 

distributed over the meshed area represents model boundary conditions in terms of inflow and the inlet stage-

discharge relationship for the outflow.  

4. Results

The results show that the location of the drain inlets have implications on the maximum water depth across the 

simulation domain (Fig. 2). This indicates that, as expected, when using detailed elevation data to set up two-

dimensional flood models, the impact of the location of the drain inlets starts to become visible and needs to 

be taken into account. 

Fig. 2. Distribution of the maximum water depth across the whole simulation domain, for a rainfall event with a return period of 10 years. 

5. Conclusions

These preliminary results indicate that more refined analyses need to be conducted to fully understand (i) the 

requirements in terms of the drain inlet representation details to accurately simulate urban flood simulations 

and ultimately (ii) to assess the real impact of drain inlet location on pluvial flooding and inform decision 

makers to improve the hydraulic performance of the drainage systems. 
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ABSTRACT 

DeepXtorm combines computational fluid dynamics (CFD) and machine learning (ML) as a modeling 

platform (CFD-ML) developed from physical model data and CFD simulations over a wide range of urban 

drainage clarifier configurations, loadings, hydrodynamics and particulate matter (PM) granulometry.  A novel 

augmentation of CFD with ML models is developed and trained to create surrogate clarification models.  For 

a clarifier, this CFD-ML platform facilitates (1) analysis, (2) design optimization, and (3) optimization of 

clarifier retrofits to minimize cost for a required level of clarification. Results with CFD-ML benchmarking 

indicate that: (a) historical models based on residence time (RT) are not accurate or generalizable for clarifier 

PM separation, (b) RT models are agnostic to geometrics, hydrodynamics and PM granulometry; and do not 

reproduce PM separation, (c) trained ML models provide high predictive capability (± 15%) for PM separation. 

Dynamic similitude analysis indicates that clarification is primarily a function of the Hazen number and 

clarifier horizontal to vertical aspect ratio.  With a common presumptive guidance of 80% for PM separation, 

a Pareto frontier analysis with the CFD-ML model generates significant economic benefit for 

planning/design/retrofits.  CFD-ML demonstrate that enlarging clarifier dimensions (increasing RT) to address 

impaired behavior can result in exponential cost increases, irrespective of infrastructure adjacency conflicts. 

1. Introduction

Urban drainage generated from storm events transports chemical, pathogens, and PM constituents to receiving 

waters; impacting aqueous chemistry acutely and chronically with consequences to public health.  For a half-

century, clarification systems, specifically urban drainage clarifiers have been a common unit operation (UO) 

with unit process (UP) functionality deployed in built environs for hydraulic/volumetric management and 

clarification. Urban drainage clarification basins in the United States (US), now exceeds 10 million. These 

basins intercept approximately 25% of the runoff in the USA with potential significant benefit to the urban 

water cycle and built environs. Despite basin ubiquity, fundamental PM and PM-associated chemical transport 

and fate processes are poorly understood. This knowledge gap is a result of the complexity of nonlinear 

interaction and multiphase coupling of turbulence, partitioning and heterodisperse PM. Currently, design and 

regulatory guidance of clarifiers employs presumptive criteria based on mean residence time (RT), driven by 

basin volume and mean flow metrics. Decades of such design and practices have led to an impairment 

designation for most clarification basins. More importantly, basins do not meet intended functionality, with 

effluent discharges of PM, chemicals and pathogens harmful to humans and the urban water cycle. In most 

cases, geometric expansion of basins, tanks or tunnels is not viable due to infrastructure constraints; an even 

greater constraint in the built environs of Europe. There is a critical need to supplant existing tools with higher-

fidelity physics-based simulation tools to inform (1) design/regulatory guidance, (2) basin functionality, and 

(3) intra-basin retrofits, such as with internal baffles to train clarifier hydrodynamics.

2. Methodology

Figure 1 summarizes the CFD-ML model methodology with the ML models illustrated (ANN: artificial neural 

network, RF: random forest, DT: decision tree and SR: symbolic regression). The databases are generated from 

CFD simulations (HiPerGator at University of Florida) for a 160,000 combinations of geometric 

configurations, PM granulometry, loading conditions and physical model data as shown in (a).  Data structure 

layouts for the ML model development with dimensionless basin quantities are illustrated in (b) and the ML 

models illustrated in (c) through (e).  The deployment of the ML surrogate model is illustrated in (f).  Details 

of the CFD development and ML models are provided by Li and Sansalone 2022a, Li and Sansalone 2022b. 
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Figure 1.  Illustration of the flowpath of the CFD-ML modeling methodology 

3. Results

Figure 2 illustrates the results of the CFD-ML tool, DeepXtorm for a rectangular basin (6:1 length to width) 

with a depth of 3 m and 1.4 hectares of surface area at normal pool elevation.  The basin receives direct wet 

weather flows from a 50 hectare urban drainage area.  Three results are illustrated in Figure 2.  The Heinemarm 

(1981) result is an historical embodiment of PM clarification based on RT where Harper and Baker (2003) 

represents current presumptive guidance for PM and nutrient clarification.  The Optimized result is based on 

CFD-ML and this result was benchmarked with monitoring data and clarifier retrofit/land costs (FDOT, 2016).  

At the Florida requirement of 80% load removal by this clarifier there is a 15.8 million USD reduction in land 

and construction costs through CFD-ML optimization to retrofit the clarifier as compared to RT requirements. 

Figure 2. CFD-ML optimized clarifier, Pareto frontier and conventional RT method cost curves 

4. Conclusions

DeepXtorm is a CFD-ML modeling platform for urban drainage clarifiers that facilitates (a) analysis of an 

existing system, (b) optimization of a proposed design, or (c) retrofit optimization of an impaired clarifier to 

upgrade performance.  Model viability is based on 160,000 CFD simulations facilitated by high performance 

computing and then coupled in DeepXtorm with ML algorithms to optimize clarifier geometrics (or retrofits) 

to achieve a required level of performance, for example 80% PM or nutrient clarification.  Results, 

benchmarked with monitoring and cost data for a full-scale operational clarifier, demonstrate that optimization 

provides cost reduction of at least 10X compared to presumptive guidance based on RT requirements.  
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ABSTRACT 

1. Introduction

Urban drainage infrastructures are exposed to a variety of external influencing factors that can negatively affect 

hydraulic performance and increase the risk of flooding. This includes changing precipitation characteristics 

due to climate change (Hosseinzadehtalaei et al., 2020), an increase in impermeable surfaces due to advancing 

urbanization (Tscheikner-Gratl et al., 2019) but also other failures and malfunctions (Mugume et al. 2015) in 

the technical grey and green infrastructure. With an increasing share of sustainable urban drainage systems 

(SUDS) and uncertainties regarding responsibility, care and maintenance of these facilities (Lashford et al., 

2019), as well as progressive aging of conventional sewers that are inspected and maintained too infrequently, 

an increase in malfunctions can be assumed. In this work, we are investigating common malfunctions in urban 

drainage systems using a 1D/2D urban flood model of a small Austrian municipality (10,000 inhabitants). The 

goal is to quantify the impact of failures and malfunctions in both grey and blue-green infrastructures on 

flooding areas for different rainfall events and compare them to other possible scenarios like climate change. 

2. Method

The case study of this work is the small city Feldbach (Austria) with a studied catchment area of 1.3 km2. The 

study site could be described as an urban catchment with a small city center in the north and a semi-urban 

boundary area in the south. The area is bordered in the north by the river Raab (Figure 1). In terms of flood 

modeling, several processes must be considered: i) the impact of the hillside catchment with intense agriculture 

use in the boundary areas; ii) two small creeks from south to north; and iii) high water levels in river Raab can 

influence the drainage system in the city center.  

An integrated 1D/2D urban flood model with the commercial software PCSWMM2D was created to predict 

the water depth and the flow velocity in flooding areas of the study site (Abdelrahman et al. 2018). The model 

is based on a three-layer approach, that combines each relevant hydrologic and hydraulic process in a parallel 

integrated way. This includes the: i) hydrological model, which calculates runoff as input for the 1D and 2D 

hydraulic model layers, including the low impact development (LID) approach from the Storm Water 

Management Model SWMM5.1; ii) flow transport processes on the surface (2D); and iii) flow transport 

process in the sewer system (1D). 

In total 10 different scenarios were designed for the urban case study: i) the base scenario which represents the 

current state of the study area; ii) two reference scenarios with climate change and wet preconditions; and iii) 

the malfunction scenarios with seven single malfunction scenarios and one worst case which is all of the single 

scenarios combined (Table 1). Each scenario was run with design rainfall events with a Euler II distribution 

and an interval length of 1 hour as well as return periods between 1 and 100 years. The severity of the reference 

and malfunction scenarios in comparison to the base case is assessed by 3 different objective values: i) the 

total flooded area with water depths > 10cm; ii) the number of buildings affected by flooding; and iii) the total 

combined sewer overflow emissions released into the neighboring stream.  

3. Results and discussion

So far, the methodology has been tested in a much smaller virtual urban case study (Funke et al., 2022) and is 

now being transferred to the Feldbach real-world case study. The first results in the small virtual case study 

show a clear difference between the analyzed scenarios. The highest flooding values result from the reference 
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scenarios climate change and wet preconditions, followed by malfunctions in the technical grey infrastructure. 

Malfunctions in SUDS show the smallest increase in flooding values, which is partly due to their relatively 

small share of the total area. All scenarios are highly dependent on the rainfall event characteristics, with no 

differences in the flooding values compared to the base case for low return periods and rising differences for 

medium to high return periods. We expect similar results in the real-world case study with probably slight 

changes between the different scenarios. Based on the results, we will be able to give recommendations to 

municipalities and cities on how to deal with common malfunction to limit and prevent urban flooding.  

Fig. 1. Overview map of the urban study site Feldbach in Austria, including the relevant streams (Raab, Aderbach and Oeder Bach) and the 

DEM used for the integrated 1D/2D model (resolution 1x1 meter). 

Table 1. Type, name and description of the reference and malfunction scenarios analyzed in the urban case study 

Scenario type Scenario name Description 

Reference Scenarios Climate Change Increased rainfall depth of the design rainfall event 

Wet Precondition 6-hour continuous rain before a design rainfall event

Malfunctions in technical 

grey infrastructures 

River flood CSO blockage due to river flood 

Blocked Inlets Blocked street inlets due to leaves, rubbish or snow 

Overflow basin sedimentation Deposits in overflow basin due to previous events or lack of 

maintenance 

Conduit blockage Conduit blockage due to drought, root intrusion or lack of 

maintenance 

Malfunctions in SUDS and 

green infrastructures 

Green roof substrate erosion Erosion of green roof substrate due to storms, lack of 

maintenance or drought 

Permeable pavement clogging Clogging of permeable pavements due to sediment 

accumulation 

Swale erosion and sedimentation The storage volume of the swale is reduced by erosion of 

embankments and deposition of foreign material 

Worst case All 7 single malfunctions in technical grey and green 

infrastructure combined 
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ABSTRACT 

Green Walls represent a sustainable solution to mitigate the impacts due to climate changes and urbanization. 

While these systems have been widely investigated in different fields of sciences, studies on the potential of 

green wall systems to manage urban stormwater are still limited. Thus, this study presents experimental 

findings on runoff reduction and nutrients leaching from a new green wall system. 

1. Introduction

Nature-Based Solutions (NBS) are sustainable systems to manage stormwater in urban areas. Their principal 

purpose is to reproduce natural processes to filter, infiltrate, evaporate, store, and detain runoff near its source 

(Kozak et al., 2020). The most common benefits of NBS are urban flooding risk mitigation, urban heat island 

effects reduction, water quality restoration, air quality improvement, enhancement of biodiversity and many 

others (Emilsson and Ode Sang, 2017; Kabisch et al., 2016; Raimondi and Becciu, 2021). 

Green Wall (GW) is one of the most popular NBS; generally, these systems are classified, based on the 

functional elements, into Green Facades (direct or indirect) and Living Walls (continuous or modular). More 

detail about GW types and components can be found in Manso and Castro-Gomes (2015) and Palermo and 

Turco (2020).  

GWs have been already investigated in different fields of sciences: several studies have analyzed their use as 

greywater treatment systems (Addo-Bankas et al., 2021; Boano et al., 2021), and other studies have focused 

on thermal or energy issues (Andric et al., 2020; Daemei et al., 2021; Kenai et al., 2021; Koch et al., 2020), 

and lastly on their efficiency to improve the air in urban cities (Paull et al., 2021; Ysebaert et al., 2021). While 

studies on the potential of GW to manage, stormwater are still limited. Thus, this study aims to present some 

experiments conducted in the "Urban Hydraulic and Hydrology Laboratory" (LIU) of the Department of Civil 

Engineering (University of Calabria) regarding the efficiency of an innovative green wall system to retain 

runoff. Moreover, the nutrient leaching concerning the nitrogen cycle and phosphorus was also evaluated.   

2. Materials and methods

The GW system, developed and tested in the LIU, consists of a panel of 100 cm x 100 cm with two boxes for 

vegetation growth. Each box has a height of 16 cm, length of 100 cm and width of 14.5 cm and presents the 

same stratigraphy consisting of: (i) a surface layer vegetated with plants; (ii) a soil substrate (70% Irish Peat 

and 30% Perlite) with a depth of 12 cm; (iii) a filter layer (geotextile with high permeability) to prevent fine 

soil particles moving into the underlying layer; (iv) a drainage layer in clay pebbles with a depth of around 2 

cm. 

The hydrological response of the GW was assessed by developing an experimental system to reproduce a series 

of rainfall-runoff tests in a controlled environment. Several rainfall events were replicated using a rainfall 

simulator consisting of ten sprinklers which delivered the water pumped from a storage tank. Constant rainfall 

intensities were distributed on the top of the green wall panel, and a tipping bucket device measured the outflow 

rate with a resolution of 0.2 mm.  

To analyze the system's hydrological efficiency, the Runoff Coefficient (RC) was estimated on an event scale 

as the percentage difference between discharged volume and rain volume. 

To assess the nutrient leaching behaviour of the new GW system, the outflow from each rainfall event was 

sampled. The concentrations of NO3
−

− N, NO2
−

− N, NH4
+ − N, and PO4

3− − P  in the samples were determined

by UV-VIS spectrophotometry.  
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3. Results and discussion

The results in terms of Runoff Coefficient (RC) and nutrients concentrations (NO3
−

− N, NO2
−

− N, NH4
+ − N,

PO4
3− − P ) for three selected rainfall events are reported in Table 1.

Table 1. Characteristics of the rainfall events (Antecedent Dry Weather Period - ADWP, rainfall duration - D; rainfall intensity – i), 

Runoff Coefficient -RC; Concentrations of NO3
− − N, NO2

− − N, NH4
+ − N, PO4

3− − P, resulting from the laboratory tests on the green

wall panel. The concentration is expressed as mean value ± relative error. 

Test 

Rainfall Characteristics 

RC 

(%) 

Concentration (mg/L) 

ADWP 

(hh:mm) 

D 

(min) 

i 

(mm/h) 
𝐍𝐎𝟑

− − 𝐍 𝐍𝐎𝟐
− − 𝐍 𝐍𝐇𝟒

+ − 𝐍 𝐏𝐎𝟒
𝟑− − 𝐏

1 95:20 20 98.13 31.82% 2.53±0.17 0.01±0.36 3.89±0.01 2.36±0.05 

2 06:01 10 165.52 31.92% 3.58±0.10 0.02±0.25 3.21±0.05 2.00±0.04 

3 72:08 10 189.14 44.40% 3.05±0.13 0.01±0.69 2.14±0.03 1.59±0.04 

The results in terms of Runoff Coefficient (RC) display the good hydrological efficiency of the new green wall 

in reducing runoff under different precipitations.  

The average value of the concentration of NO3
−

− N  and NH4
+

− N in each outflow sample ranges from 2.5 to

3.6 and from 2.1 to 3.9, respectively; while the concentration of 

 NO2
−

− N is very low, with average values less than 0.02. The concentration of 

PO4
3− − P ranges from 1.6 to 2.4, considering the mean value. In addition, nutrients concentrations in outflow

samples collected at different time intervals of the same rainfall event were also evaluated. This last analysis 

showed a decrease in NO3
−

− N  concentration and an increase in NH4
+ − N concentration during the outflow.

The findings show how rainfall features affect nutrient leaching behaviour and runoff reduction efficiency. In 

conclusion, given the excellent rainwater retention capacity and the low nutrient concentrations in the outflow, 

the new green wall system is a promising sustainable strategy for urban stormwater management. 

Acknowledgements 

The green wall panel was developed during the Project "Innovative Building Envelope through Smart Technology (I-Best)" founded 

by National Operational Project for E&C 2014-2020 ERDF – I AXIS - Action 1.1.3. CUP B28I17000290008.  

The author S.A.P is a researcher funded by REACT EU National Operational Project for Research and Innovation 2014-2020. IV 

AXIS. Action IV.4, Action IV.6. CUP: H25F21001230004. ID: 1062_R18_GREEN. 

References 

Addo-Bankas, O., Zhao, Y., Vymazal, J., Yuan, Y., Fu, J., & Wei, T. (2021) Green walls: A form of constructed wetland in green 

buildings, Ecological Engineering, 169, 106321. 

Andric, I., Kamal, A., & Al-Ghamdi, S. G. (2020) Efficiency of green roofs and green walls as climate change mitigation measures in 

extremely hot and dry climate: Case study of Qatar, Energy Reports, 6, 2476-2489. 

Boano, F., Costamagna, E., Caruso, A., Fiore, S., Chiappero, M., Galvão, A., ... & Masi, F, (2021). Evaluation of the influence of filter 

medium composition on treatment performances in an open-air green wall fed with greywater, Journal of Environmental 

Management, 300, 113646. 

Daemei, A. B., Shafiee, E., Chitgar, A. A., & Asadi, S. (2021), Investigating the thermal performance of green wall: Experimental 

nalysis, deep learning model, and simulation studies in a humid climate, Building and Environment, 205, 108201. 

Emilsson, T., & Ode Sang, Å. (2017), Impacts of climate change on urban areas and nature-based solutions for adaptation. In Nature-

based solutions to climate change adaptation in urban areas (pp. 15-27), Springer, Cham. 

Kabisch, N., Frantzeskaki, N., Pauleit, S., Naumann, S., Davis, M., Artmann, M., ... & Bonn, A. (2016), Nature-based solutions to 

climate change mitigation and adaptation in urban areas: perspectives on indicators, knowledge gaps, barriers, and opportunities 

for action, Ecology and Society, 21(2). 

Kenai, M. A., Libessart, L., Lassue, S., & Defer, D. (2021), Impact of green walls occultation on energy balance: Development of a 

TRNSYS model on a brick masonry house, Journal of Building Engineering, 44, 102634. 

Koch, K., Ysebaert, T., Denys, S., & Samson, R. (2020), Urban heat stress mitigation potential of green walls: A review, Urban Forestry 

& Urban Greening, 55, 126843. 

Kozak, D., Henderson, H., de Castro Mazarro, A., Rotbart, D., & Aradas, R. (2020), Blue-green infrastructure (BGI) in dense urban 

watersheds. The case of the Medrano stream basin (MSB) in Buenos Aires, Sustainability, 12(6), 2163. 

Manso, M., & Castro-Gomes, J. (2015), Green wall systems: A review of their characteristics, Renewable and sustainable energy 

reviews, 41, 863-871.  

Palermo, S. A., & Turco, M. (2020), Green Wall systems: where do we stand?, In IOP Conference Series: Earth and Environmental 

Science (Vol. 410, No. 1, p. 012013). IOP Publishing. 

Raimondi, A., & Becciu, G. (2021), Performance of green roofs for rainwater control, Water Resources Management, 35(1), 99-111. 

Paull, N. J., Krix, D., Irga, P. J., & Torpy, F. R. (2021), Green wall plant tolerance to ambient urban air pollution, Urban Forestry & 

Urban Greening, 63, 127201.

Ysebaert, T., Koch, K., Samson, R., & Denys, S. (2021), Green walls for mitigating urban particulate matter pollution—A review, 

Urban Forestry & Urban Greening, 59, 127014.

180



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

Development of a warning system for the risk of flooding associated with the 

urban drainage network 

Antonio LASTRA1, Alejandro PINILLA1 

1 Canal de Isabel II, Madrid, Spain 

email: alastra@canal.madrid  

email: apinilla@canal.madrid  

ABSTRACT 

The aim of this project is developing a system to identify and quantify flood risks caused by overflows of 

the urban drainage network in order to obtain a tool for decision-making in prioritizing technical 

improvement measures and for planning new infrastructure. Currently, 136 municipalities of Madrid 

region have been individually characterized. 

This assessment is carried out through the results of overflow hydraulic models in the urban drainage 

network, which are the input for a 2D hydraulic model to simulate the geographical distribution of floods 

for 10-year return period rainfall.  

1. Introduction

The objective of this study is the development of a system for the identification and quantification of the 

risk of floods associated with the Urban Drainage network in urban and peri-urban areas of Madrid region, 

and with this to be able to have a tool to help prioritize and plan new infrastructures to be carried out in 

the Urban Drainage network. The impact of the study is in 136 municipalities of the Community of Madrid, 

in which Canal de Isabel II manages the urban drainage network. 

2. Methodology

For this, risk is defined as the probability of damage to people, goods or services as a result of a flood, 

according to the following Eq. (1): 

𝑹 = 𝑯 ⋅ 𝑬 ⋅ 𝑽 (1) 

where H – Hazard, E – Exposure, V – Vulnerability 

Taking this into account, the hazard has been calculated as the potential for flooding caused by overflows 

produced in the urban drainage network due to a type of rain in Madrid region over a period of 10 years. 

Finally, the overflows in the wells of the sewer network are obtained from the analysis of a hydraulic 

model in one dimension for each municipality studied. On the other hand, these results are applied as 

boundary conditions in the 2D hydraulic model, from which different magnitudes of flooding are obtained, 

such as the residence time of the water flooding, velocity of flow and the map of water depths. 

For the exposure and vulnerability associated with overflow floods in the urban drainage network (when 

is required by high rainfalls), the people and goods exposed to the flood and the conditions that make them 

more vulnerable to damage are considered. Different factors are taken into account, such as: population 

density, economic activity, the intensity of road traffic, considering the dimension, the type of road and 

the number of bus lines that circulate on each road. Place of special interest are also considered, such as 

hospitals, health centers, residences, social services or shopping centers, among others, and finally the 

environment, such as the possible effect of floods on reservoirs or natural parks. 
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3. Results

The municipal risk results obtained in this study by applying the criteria of hazard, exposure and 

vulnerability are maps in GIS format, in which it can be observed for each element of the area studied in 

each municipality, the height and velocity of the water, the time of the flood and whether or not it is a safe 

zone. Additionally, a global flood risk result is obtained for each municipality, characterized on a scale 

from insignificant to very serious. 

Fig. 1. Water Depth, Water Velocity, Safe or Unsafe Zones and Duration of flood: Four hazard maps produced for one municipality under 

study in Madrid region 

4. Conclusions

Results are given for a 3 m2 elements in terms of water level, velocity, flooding duration and whether it is 

a safe area or not.  Risk level is then assessed as the likelihood of damage to people, goods, or services as 

a consequence of a flood. Future work will apply this methodology to real-time meteorological data from 

radars to establish an early-warning system. 

References 

Hammond M J, Chen A S, Djordjević S, Butler D and Mark O. (2015). Urban flood impact assessment: A state-of-the-art review. 

Urban Water Journal, 12(1): 14-29. 

Rezende O M, Miranda F. M. and Haddad A. N. (2019). A Framework to Evaluate Urban Flood Resilience of Design Alternatives 

for Flood Defence Considering Future Adverse Scenarios. Water, 11(7): 1485 

Wang Y, Chen A. S., Fu G., Djordjević S., Zhang C. and Savić D. (2018). An integrated framework for high-resolution urban flood 

modelling considering multiple information sources and urban features. Environmental Modelling & Software, 107: 85-95.

182



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

Modelling the integrated drainage network to support the management of the 

hydraulic risk: a case study in Northern Italy 

Giovanna GROSSI1, Arianna DADA1, Davide SAVIOLA1, Paolo LEONI1 

1 Università degli Studi di Brescia, Italy 

email: giovanna.grossi@unibs.it  

ABSTRACT 

According to a very recent report of the European Environment Agency (EEA, 2020), urban adaptation to 

climate change requires special attention to extreme weather events and particularly heavy storms, as they are 

expected to cause the most pronounced impacts in European cities. In agreement with this direction, some 

Italian regions are setting regulations to limit surface runoff production in urban areas. Most of them include 

measures to ensure compliance with the principle of the ‘hydraulic’ and ‘hydrological’ invariance for the urban 

area, meaning that runoff volumes generated by an intense meteoric event must remain unchanged or at least 

must be limited. In some cases, municipalities are even requested to prepare the Hydraulic Risk Management 

Plan, as a response to the need of a more effective stormwater management. The planning activity requires a 

modelling framework accounting for both the open channel network (mainly addressing irrigation demand) 

and the sewer pipe network. Preliminary results are presented here for Brescia, a town located in Northern 

Italy, at the foothills of the Alps. Potential flood risk is linked to the dense historical irrigation and drainage 

channels network that cross the urban area from north to south and the old city centre. 

1. Methodology

According to a recent regulation approved by Regione Lombardia (BURL, 2019), some Italian municipalities 

are requested to prepare a Hydraulic Risk Management Plan. A modelling framework was set to account for 

both the surface drainage network and the sewer pipe network operating in the Municipality of Brescia 

(Lombardia, Northern Italy) through separate hydraulic models. In the urban area, the flood risk lies separately 

in the two networks, and also in the dense traditional irrigation and drainage channel network that crosses the 

town from north to south and collects many combined sewer overflows (Fig. 1). Most critical areas are those 

hosting the post-war urban development, where the waterways have been modified or covered in the last 

decades, disregarding their fundamental role during heavy storms. Some other critical areas, deserving special 

attention, are modelled in more detail, such as some urban areas at the bottom of some side slopes. 

Data for the construction and calibration of the models are kindly provided by A2A Ciclo Idrico, the company 

that manages water services in Brescia, and by the Municipality of Brescia. So far, some of the many steps 

needed have been taken to assess the hydraulic vulnerability of the town by applying SWMM model (Rossman, 

2015) for the minor hydrographic network and InfoWorks model (InfoWorks ICM 10.5.3) for the sewer pipe 

network. For the modelling activities the geometric data (diameters, shapes, materials, lenghts etc.) of both the 

main trunks of the sewer system and of the minor hydrologic system were available. This geometric 

information is being constantly updated and integrated through on-site verification and measurements, 

gradually increasing the detail level of the models. Besides, critical overflows are assessed through field 

observation and past event simulations. 

Both scale event analysis and continuous simulation are carried out to test the resilience of the drainage system, 

also with respect to future climatic conditions. In fact, design event simulation can support sizing and testing 

of single devices during heavy storms, while continuous simulation shows the performance of the system not 

only during one event but also when a sequence of events occurs, as well as during interstorm periods. Future 

climatic conditions are accounted for both at the event scale and in continuous simulation by applying climate 

scenarios built based on regional climate model outputs.  
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Fig. 1. a) Brescia Digital Elevation Model 5x5 m cell resolution with sewerage system and minor hydrographic network. b) Minor 

hydrographic network basins. 

2. Results

Preliminary results of the hydraulic simulation of the complex system show some critical issues mainly related 

to the urbanization of the last decades and the many connections between the surface network and the pipe 

network. Uncontrolled soil sealing is the main problem responsible of the increased hydraulic risk affecting 

the town and making it more and more vulnerable to climate change. Critical combined sewer overflows are 

mainly related to a large upstream drained area and increased imperviousness. 

Besides, in the part of the town hosting most industrial activities, a combined used of NBS (Natural based 

Solution) and real time control of water volumes stored in the pipes is expected to be effective. On the other 

hand, stormwater management in the old town centre can benefit only from reduced inflow from upstream 

areas and desealing is planned in some other areas. Taking advantage of the modelling framework, the 

efficiency of potential structural and non–structural measures under current and future climate are being tested. 

3. Future work

The building of the modelling framework is still in progress and it is expected to be continuously updated as 

field survey data become available. A progressive validation of the models is essential to build an effective 

tool for the development of the Hydraulic Risk Management Plan, as requested by local rules in Lombardy 

Region. Further scenarios, including different solutions and future climate conditions, might also be applied 

to increase the reliability of the performance testing of the whole drainage system. 
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ABSTRACT 

Models for the flood assessment of direct losses are the most widely used, while the application of models for 

indirect impacts and cascading effects are much less frequent. This work presents a method based on a graph 

approach that explores some of the indirect flood impacts to help filling existing knowledge gaps. The approach 

has been applied in two urban case studies: flood in Mexico City and Monza city. Finally, it summarizes how 

the graph perspective allows to analyze the system properties and propagate the cascading impacts. 

1. Introduction

Floods have become one of the costliest natural hazards. Combining the flood hazard component with exposure 

and vulnerability data and models enables the computation of flood risk. Methodologies for risk assessment 

may differ according to the typology of losses considered, which can be divided into direct and indirect, and 

tangible and intangible. Models for the assessment of direct loss are the most widely used, while the application 

of models for indirect impacts and cascading effects is much less frequent (Sieg et al., 2019).  

Some authors attribute the direct damages to the affected area, instead the loss of connectivity within the 

broader economic network are usually referred to as indirect effects. Examples of analysis of indirect impacts 

beyond conceptual frameworks are related to infrastructures, e.g., traffic disruption due to flooded roads or 

malfunctioning of water supply systems if lifting stations are flooded (Arrighi et al., 2017), which extend to 

areas much wider than flooded area. The classification between tangible and intangible is more 

straightforward, the first are damages that can be priced, e.g., replacement of road pavement, instead the second 

are damages for which no market prices exist, e.g., discomfort due to lack of freshwater (Arrighi et al., 2020). 

2. Methods

The methodology adopts a systemic structure which allows to describe the entire system properties by a graph.

Formally, a graph G consists of a finite set of elements V(G) called vertices (or nodes), and a set E(G) of pairs

of elements of V(G) called edges (or links). Depending on the specific context of the analysis, the categories

(i.e., taxonomy, e.g., public office, education, leisure) of the most relevant nodes exposed to the hazard are

selected. Those nodes are relevant in the systems for the function they assume. Each node can provide or

receive service to or from others (links). Links can be of different types according to the nature of the

connection: physical, geographical, cyber, or logical (Rinaldi, et al., 2001). In more practical terms, the

mathematical graph G, built from a list of nodes V and E can be obtained using the igraph package for network

analysis R (http://igraph.org/r/). The full library of functions adopted is provided by Nepusz and Csard (2020).

For an in-depth description of the model, please refer to Arosio et al., (2020).

The approach has been applied in two urban case studies: (i) pluvial flood in Mexico City, a very complex and 

extremely dense city with almost ten million of inhabitant (Arosio et al., 2020); and (ii) both pluvial and river 

flood in Monza city (Italy), and with more than 100 thousand habitants (Arosio, et al., 2021). 

3. Results

The graph methodology promotes a paradigm shift from a reductionist to a holistic risk approach by

considering the exposed assets as unique system of elements. The system perspective allows to: 1) analyze the

system properties; 2) propagate the impacts and built risk curves for direct and indirect impact; 3) consider

number of services lost; and 4) represent the definition’s resilience characteristics.
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The application to Mexico City highlighted the central node of the graph (i.e., hospital), which has the 

capability of influencing many other nodes due to its role of hub (i.e., it has the highest hub value). 

Furthermore, the application to Monza shows a good correspondence between the authority values of the nodes 

and the distance from the city center: nodes closer to the center have higher values of authorities (Fig. 1).  

Fig. 1. Map of the authority values in Monza city (Arosio, et al., 2021). 

Both case studies show how the impacts are propagated thorough the system, from the buildings in the flooded 

area to the elements outside of it that are impacted by the loss of services (e.g., social, and economic) coming 

from the flooded providers. The risk curves built for the case of Monza show that the total risk (i.e., direct plus 

indirect nodes) is much higher than only considering the direct impacts. Finally, the integration of redundant 

services and the provider capacity, adopted for the case of Monza, simulates an adaptable system that responds 

dynamically to an external perturbation. These two aspects fully reflect resilience definition (adopted by United 

National General Assembly) and provide a unique quantitative metric for the flood resilience of Monza.  

4. Conclusion

The main limitations of the proposed approach to fill the gap of the assessment of indirect impacts are, firstly,

the amount of geospatial data required to set up the graph (e.g., information on the relations between elements)

and the overall extension of the graph, i.e., where to stop in the geographical propagation of indirect effect.

The difficulties in identifying the boundaries in indirect impact assessment are however common also to the

modelling approaches adopted for infrastructures (Arrighi, et al., 2020). Secondly, graph-based indirect

impacts are not easily comparable to standard direct monetary impacts, widely adopted for prioritization of

risk mitigation measures, nevertheless they provide a social measure of lost services which fully complement

direct damages. Finally, more elaborated curves should describe how the direct impact could trigger the

cascade propagation, while, at the moment, only binary vulnerability functions have been adopted.
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ABSTRACT 

Within the flood risk modelling chain, a weak point exists at the interface between geomatics and hydraulics, 

because the (sometimes rich) data available on geoportals are typically inadequate as geometry inputs for river 

hydrodynamic models. Producing good-quality geometric data can be very time consuming, particularly if the 

domain under investigation is large. The manuscript presents strategies used in an ongoing project on 

inundation modelling in a densely urbanized area. 

1. Introduction

A hydrodynamic flood model requires data for (i) hydrological/hydraulic quantities such as flood hydrographs 

and rating curves, (ii) geometric data for the river and surrounding areas, (iii) soil cover data to estimate suitable 

roughness values, (iv) data on singularities such as hydraulic and interfering structures. This extended abstract 

relates to creating a suitable river geometry file for two-dimensional hydrodynamic simulations. 

The production of a geometry input may require compromising between the wishes to model a large system 

and of maintaining a high resolution. The size of a domain under investigation is dictated by the river length, 

while the detail needed in the geometric description relates to the river width. In this sense, the area northern 

to Milan is quite unfavourable: even though, on the one hand, most rivers are not very long, their width is, on 

the other hand, very small (in some cases, few metres), thus requiring a high detail. Furthermore, territorial 

information is nowadays more and more furnished by agencies and used by modelling codes in the form of 

gridded data (Digital Terrain Models, DTM) that are easily displayed as raster layers in Geographic 

Information Systems (GIS) but do not enable space-variable resolution to be used. 

The extended abstract presents the strategies used in a project, promoted by the River Basin District Authority 

of the Po river, that is presently under conduction within the update of the Flood Risk Management Plan. 

Within the entire basin of the Po, the manuscript considers the Area with Potential Significant Flood Risk 

(APSFR) called “Milano nord”, that comprehends a large territory around the city of Milan. The APSFR 

includes ten water courses, for a total length of about 250 km and with average width of around 10 m, flowing 

in a densely urbanized area with a major presence of hydraulic and transportation structures. Issues considered 

in the manuscript are: (i) interpolating data for ground-surveyed cross sections to produce a DTM of the river 

bed to be integrated with that of the surroundings; (ii) manually correcting the stationing of cross sections to 

fix errors induced by approximate conversions between reference systems; (iii) fictitiously widening channel 

banks in case of narrow protection structures, possibly creating new sections to handle transitions. 

2. Methods and example

As other studies in the literature (e.g., Caviedes-Voullième et al., 2014; Falcão et al., 2016; Schäppi et al., 

2010), we developed a section interpolator to create a river bed bathymetry. The interpolator requires, as an 

input, (i) cross section data in terms of station-elevation profiles, (ii) the x-y coordinates of the left and right 

section extreme points, and (iii) x-y coordinates of a polyline for the main channel axis; this polyline needs to 

be carefully drawn following a DTM. The section profiles are linearly interpolated. To georeference the 

interpolated sections, two steps are implemented: first, interpolated sections (with a spacing that typically 

needs to be as large as few times the section width) are placed perpendicularly to the channel axis; in a nested 

round of interpolation (with a spacing that needs to be close to the desired resolution for the final DTM) the 

sections are placed varying linearly their inclination in the xy plane between those of two sections interpolated 

in the first round. In both rounds, the partition of an interpolated cross section to be placed to the left and right 

of the axis polyline is determined interpolating linearly the partition for two bounding surveyed sections. 
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Figure 1 depicts a problem one may encounter; the final reach of the Pudiga river is used as an example. The 

DTM was provided by the Ministero dell’Ambiente e della Tutela del Territorio e del Mare (the Italian Ministry 

of the environment) in 2008 using the reference system ETRS_1989_LAEA. The cross sections were surveyed 

around 2002 using the ED1950_UTM32N spatial reference. After projecting both data into the WGS1984_ 

UTM32N system, elevation profiles can be extracted from the DTM at the section locations and compared to 

the surveyed section profiles. Shifts of up to some metres can be spotted (panel (e)), most likely due to an 

insufficient precision of the reference system conversion. If one does not account for that, errors will be present 

in the final merged DTM to be used in the hydro-dynamic simulations (panel (c)). These errors can be even 

larger than the river width in case the cross sections are narrow (the Pudiga section in Figure 1 is less than 6 

m wide and results shifted by more than 8 m). By contrast, imposing a section shift solves the problem (see 

the final DTM in panel (d)) but requires manually editing the section stationing data, with some degree of 

subjectivity and, however, taking an extremely long time in case many sections are to be considered. 

(a) (b) (c) (d)

(e) (f)

Fig. 1. (a) aerial photo; (b) the available DTM; (c) the mosaic between the original DTM and the interpolated section bathymetry not 

accounting for the shift, yielding a duplicated channel; (d) the mosaic accounting for the shift; (e) the comparison between an elevation 

profile extracted from the original DTM and the downstream surveyed section; (e) the used shifted portion of the section returning (c). 

Finally, in some cases a water-containing bank is a thin wall misrepresented in gridded data. Even if a cross 

section correctly includes the edge of the wall and the point cloud interpolating the sections represents it well, 

the thin structure will be filtered out gridding the data. The structure can be fictitiously widened so that it can 

be preserved after data gridding; furthermore, additional sections may be used to represent the start and end of 

the thin wall. The same may need to be done for secondary walls, distant from the main channel. This is also 

a work that, albeit conceptually simple, requires huge effort to be done within an entire modelling domain. 
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ABSTRACT 

Hydraulic resistance due to vegetation is a fundamental aspect of river engineering and management. As it is 

well known, vegetation obstructs the streamflow area, reducing the velocity and thus increasing water levels 

and the risk of flooding. Although many efforts have been made to estimate vegetation resistance, few studies 

are devoted to validating and comparing the literature models. In this research, laboratory tests were carried 

out to validate the roughness coefficients given by literature equations for two arboreal species present along 

the banks and floodplains of the Piave River in Italy. The material and dimensions of vegetation on a laboratory 

scale were defined from the mechanical properties of these species. The results highlight the performance of 

the models and suggest the ones that best represent the experimental measurements. 

1. Introduction

Roughness induced by vegetation can be assessed using qualitative approaches, based on descriptions or photos 

comparison, or quantitative approaches. While the first ones are very subjective and can be used as an initial 

estimation of the roughness, quantitative approaches are based on theoretical or empirical equations obtained 

from flume experiments or computational modeling. 

In the literature, vegetation roughness is evaluated according to the type of vegetation, rigid or flexible, and 

the flow conditions, submerged or emergent. In particular, this contribution aims to validate and compare 12 

literature models that estimate roughness due to arboreal vegetation for submerged and emergent conditions. 

The models examined include traditional approaches such as that of Petryk & Bosmajian (1975) and more 

recent ones such as the models proposed by Huthoff et al. (2007), Baptist et al. (2007), and Luhar & Nepf 

(2012), among others. 

2. Methodology

2.1. Vegetation model 

During the water-vegetation interaction, the plant offers a hydrodynamic resistance that depends on the drag 

coefficient and the cross-section of the plant (geometric properties) and tends to bend if the flexural rigidity 

(mechanical property) of the stem is smaller than the force exerted by the current. In this study, the Buckingham 

Pi theorem was applied to identify the function that defines the problem and thus ensure that laboratory 

vegetation had a dynamic behaviour equivalent to real trees. The function obtained has already been defined 

in the literature by the theory of elastic-static models. Therefore, using the elasticity modules determined 

experimentally for several samples of Robinia and Sambucus species, it was possible to select the material and 

dimensions to represent the vegetation in the laboratory. Thereby, Robinia and Sambucus were simulated by 

Ayous and Balsa dowels of 8mm and 4mm diameter, respectively. 

2.2. Experimental setup 

The experiments were carried out at Laboratory Fantoli of Politecnico di Milano in a horizontal flume of 30 m 

length, 1 m width, and 0.60 m depth. The flume bed was covered by dowels inserted into boards of 1 m x 0.5 

m for a total distance of 5 m. Vegetation was assembled in staggered and linear configurations. A current meter 

and a meter stick were employed to measure velocities and flow depths upstream, downstream, and within 
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vegetation sections. The tests included different degrees of submergence, densities and discharges ranging 

from 40 l s-1 to 100 l s-1. Table 1 shows the characteristics of the analysed tests groups. 

Table 1. Experimental groups 

Group Configuration Density (%) Number of tests 

1 φ = 8mm, Staggered 1.74 8 

2 φ = 4mm, Staggered 0.44 6 

3 φ = 8mm, Linear 0.87 8 

4 φ = 4mm, Linear 0.22 6 

3. Results and discussion

The roughness coefficients calculated from the literature models were plotted against the Strickler coefficients 

(Ks) measured during the tests (Fig. 1). The results indicate a better performance of the models when the 

vegetation density is high, but when it is sparse, the accuracy decreases. For instance, the relative error for 

group 1 ranged from 5 % to 10 %, while for group 4 it was between 13 and 22 %. Figure 1 only shows the 

models that best fit the experimental measurements; it can be observed that the methods proposed by Huthoff 

et al. (2007), Kowobari et al. (1972), Luhar & Nepf (2012), and Baptist et al. (2007) have the most reliable 

prediction of the roughness coefficient in the analyzed cases. One can conclude that although recent approaches 

seem to give the best roughness estimation coefficients, the classic ones are still valid. 

Fig. 1. Comparison of measured and calculated Strickler coefficient (Ks) of group 1 (top left), group 2 (top right), group 3 (bottom left) and 

group 4 (bottom right) 

Additionally, the vegetation model based on the mechanical properties of real trees allowed us to identify an 

oscillation phenomenon during the experiments. These oscillations were mainly observed for the 4 mm dowels 

and caused an additional energy dissipation that might explain the higher errors obtained for these test groups. 

Currently, an analysis is being carried out to study this phenomenon and its influence on the roughness 

coefficient. 
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ABSTRACT 

In this study, the quality of flood routing of a hydrological model using empirical formulas and a numerical 

hydraulic model is compared. The results are presented graphically and evaluated using goodness-of-fit-

criteria. The knowledge gained allows to improve the flood routing of the hydrological model. 

1. Introduction

As a result of climate change, heavy precipitation and flood events will most likely increase in intensity and 

frequency. This affects not only large watersheds and main watercourses, but also small rivers or even takes 

place outside of water bodies (e.g. urban flash floods) (IPCC 2022). In order to predict the impact of natural 

hazards, to develop water management plans or to design river engineering applications, information about the 

discharge is needed. Hydrological models can overcome this data gap by modelling discharge data at any point 

of interest. The flood routing in hydrological models such as PROMET (Mauser and Bach 2009) is calculated 

using empirical formulas like the Manning-Strickler formula. Accordingly, flow processes within the 

catchment area, such as retention, flow regulation through structures or meandering of the watercourse, can 

only be represented in a simplified way (Mauser and Bach 2009). Thus, the resulting shape of the hydrograph, 

the runoff volume and the wave propagation time are prone to errors for detailed investigations. This limits 

the use of hydrological models as a reliable, fast and efficient tool for flood prediction to some extent. The aim 

of this study is to demonstrate a concept to overcome the limitation of flood routing in hydrological modelling 

by the outcome of hydraulic modelling. 

2. Methods

The flood routing of the hydrological model PROMET is compared to the flood routing of a calibrated 

hydraulic model covering the area of the river Schmutter, a tributary of the Danube, between the gauging 

stations Fischach (inlet) and Achsheim (outlet) on the basis of one flood event. In PROMET, lateral as well as 

routed discharges of a typical and frequently occurring flood event (27.05.2007 - 02.06.2007, HQ5) are 

calculated using a spatial resolution of 250x250 m. The hydraulic simulations are performed on a calibrated 

model using HYDRO_AS-2D software (Nujic 2002). The routed discharges calculated by the hydrological 

model at the upstream gauging station as well as the lateral discharges within the domain are added as boundary 

conditions. After a first analysis of the hydraulic simulations, it appears that areas are already flooded during 

low flood events and thus the water is retained in the flood plains. In order to represent this process in the 

hydrological model, a storage model is integrated in PROMET. Again, the flood event is simulated in the 

adapted PROMET and the results are used as boundary conditions for the hydraulic simulations. Subsequently, 

the routed discharges of the hydrological model and of the hydraulic simulations are plotted and evaluated 

against measured data using the goodness-of-fit (GoF)-criteria RMSE and NSE (Moriasi et al. 2007). 

3. Results and Discussion

In Fig. 1, the inflow hydrograph (a) as well as the resulting hydrographs at the model outlet (b) are shown. The 

routed discharge of the hydrological model without storage is strongly overestimated and hardly reproduces 

the characteristic shape of the flood wave, despite the fact that at the inlet the hydrograph of the hydrologic 

model represents the measured data quite good. In combination with the GoF-criteria in Table 1, a significant 

improvement of the discharge hydrograph can already be seen by extending the hydrological model with a 

simple storage model. Thus, the peak discharge as well as discharge volume can be predicted more accurately. 
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However, the shape of the hydrograph and the wave propagation time still show differences. Since the shape 

of the wave, peak discharge and wave propagation time are better represented by the flood routing of the 

hydraulic model, further knowledge about these processes can be obtained from the hydraulic model allowing 

us to improve the storage model as well as other modelling parameters in the future. For example, the hydraulic 

model can be used to establish a relationship between the flooded area and the stored volume in the inundation 

areas leading to a dynamic storage model. Based on these findings, characteristics of the model domain can be 

incorporated into the hydrological model and thus the flood routing of the hydrological model can be further 

improved within another feedback loop. 

a) b) 

Fig. 1. a) Input hydrographs at the inlet (Fischach); b) hydrographs of the routed discharge at the outlet (Achsheim) of the hydrological 

model without (A) and with (B) storage model, the hydraulic simulation using the input data of the hydrological model without (C) and with 

(D) storage model as well as the measured hydrograph (E)

Table 1. GoF-criteria RMSE and NSE for the routed discharges at the outlet (Achsheim) in terms of the measured hydrograph. 

Hydrological Model Hydrological Model + Storage Hydraulic Model Hydraulic Model + Storage 

RMSE [m³/s] 13.15 4.77 6.35 6.27 

NSE [-] -1.58 0.66 0.4 0.41 

4. Conclusion

This study shows a comparison of the flood routing of a hydrological and a hydraulic model and how both 

models can benefit from each other. Due to the physically based formulas of 2D channel hydraulics, i.e. 

shallow-water-equations, flood routing of a hydrological model can benefit from the insights of hydraulics. 

Information about flow processes within the catchment cannot be obtained only from measured hydrographs 

at gauging stations. The findings of hydraulic simulations can be used to improve the flood routing of a 

hydrological model. An advanced hydrological model could serve as a reliable and fast flood forecasting in 

the future, since the computation time of the hydraulic model is more than 100 times larger than the 

hydrological model. In this specific case, the hydrological simulation took 1 minute while the hydraulic 

simulation took 48 hours on a standard personal computer using 6 CPUs. This makes hydrological modelling 

preferable as forecasting tool. 
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ABSTRACT 

This study presents a simple yet efficient approach to automatically calibrate hydraulic models with few 

iterations. The method is explained and its results are shown on a test region of the river Salzach, Germany. 

The results are evaluated with statistical interpretation and presented graphically. 

1. Introduction

2D-hydraulic models are widely used in an integrative flood risk modelling chain. However, the quality of the 

modelling results is strongly dependent on the calibration of the numerical hydraulic models. The calibrated 

parameter is usually an empirical friction coefficient, as it cannot directly be determined by satellite imagery 

or on-site measurement, being a clear weakness of such models. Conventional calibration requires the user to 

give an educated guess for the friction coefficients, run the model with a reference event, compare the 

modelling results with observed data from the reference event and adapt the friction coefficients. This iterative 

and thus time-consuming process is then repeated until the modelling results are in (subjective) satisfying 

accordance with the reference data. Subjectivity, therefore, always influences the calibration process, 

regardless of the user’s experience (Cunge 2003). 

Automatic calibration could therefore fasten the calibration process and remove the user’s subjectivity to some 

extent. Recent research presents methods using heuristic algorithms with varying mathematical complexity, 

that can be limited by needing a large number of iterations, when applied to more complex 2D-hydraulic 

models (Dung et al, 2011, Lin et al. 2017). This study presents an automatic calibration method, that aims to 

find a stable calibrated solution within few iterations while applying basic mathematics. 

2. Methods

The proposed automatic calibration method is an iterative process: The initial hydraulic model starts with the 

same roughness coefficient at all nodes, respectively elements, of the riverbed grid mesh. After one model run, 

the observed maximum water level is interpolated onto the grid nodes and converted to the water depth ℎ𝑜,𝑖𝑛𝑡
𝑖

at every node i. The following equations then calculate the new friction coefficient at each node: 

𝜖𝑗
𝑖 =  

ℎ𝑜,𝑖𝑛𝑡
𝑖 − ℎ𝑗

𝑖

ℎ𝑜,𝑖𝑛𝑡
𝑖 (1) 

𝑛𝑗+1
𝑖 = 𝑛𝑗

𝑖 ⋅
2

1+𝑒
−2𝜖𝑗

𝑖 (2) 

where ℎ𝑗
𝑖 – simulated water depth at node i in simulation j, 𝜖𝑗

𝑖 – relative deviation between simulation and

observation, and 𝑛𝑗+1
𝑖 – friction coefficient for the next simulation j+1. The next simulation is started with the

newly calculated friction coefficients. This process is then iterated until a user stop criteria is reached (e.g. a 

certain number of iterations). Note that the friction of the floodplain next to the riverbed is not changed, but a 

priori determined according to the land use. 

The developed automatic calibration tool is tested on a 12 km section of the river Salzach (Germany). The 

model is automatically calibrated using observed maximum water levels every 200 m along the river during 

the 2013 flood event (~HQ100). The hydraulic simulations are conducted with the open-source software 

openTELEMAC-MASCARET (EDF, 2021) using the Manning friction model. For this study, the calibration 

is started with three different initial Manning conditions – smooth case: 1/50, medium case: 1/35, rough case: 
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1/15 [s/m1/3] – to investigate the convergence of the calibration process. The calibration results are assessed 

with the goodness-of-fit-criteria RMSE and NSE. 

3. Results and Discussion

Fig. 1a) shows the evolution of the RMSE for the three initial Manning conditions during the calibration 

iterations. Table 1 shows the initial and optimal RMSE and NSE for each initial condition. The smooth case 

reaches the best calibration fit, even though the medium case fits best initially. However, also the rough case 

can significantly improve during calibration; this shows that the calibration result is not entirely independent 

of the initial condition, yet can still reach satisfactory results independent of the initial condition. The biggest 

advantage in already having a good initial condition is that less calibration iterations are necessary until the 

calibrated solution converges (e.g. medium case for j=4, whereas rough case for j=10). 

Fig. 1b) depicts the relative difference between the observed and the simulated water depths along the river 

Salzach from upstream (x=0 km) to downstream (x=12 km) in flow direction. All deviations are less than 5 % 

for x<7 km with the rough case slightly overpredicting and the other cases underpredicting the observed water 

depths; the rough case actually presents the best results in this area. For x>8 km, all cases start to overpredict 

the water depth. This might be due to a 180° turn followed by a 90° turn with change in curvature of the 

Salzach, unprecise measurement data or the influence of the downstream boundary condition and must be 

further investigated. 

Fig. 1. a) Evolution of the RMSE for three initial Manning conditions during the calibration iterations; b) Relative difference between the 

observed and the simulated water depths along the river for the simulation with the lowest RMSE for three initial Manning conditions. 

Table 1. The initial and optimal RMSE- and NSE-values for three initial Manning conditions. Additionally, the iteration after which 

the RMSE only still improves by less than 10 % is given. 

Initial Manning 

conditions 
RMSEinit [m] RMSEopt [m] 

No. of iterations with 

RMSE>RMSEopt ⋅1.1 [-] 
NSEinit [-] NSEopt [-] 

Smooth 1.28 0.42 5 -0.17 0.87 

Medium 0.78 0.48 4 0.56 0.84 

Rough 2.62 0.54 10 -3.93 0.79 

4. Conclusion

This study presents a simple yet efficient method for automatic calibration of 2D-hydraulic models. We could 

show that the automatic calibration can give good results regardless of the initial condition. The results of the 

calibration for this specific test case converge after 5-10 iterations. However, the origin of the differences at 

the downstream boundaries have to be further studied, as well as the influence of the floodplains. Future 

improvement of the calibration method can look into how to reach a converged solution faster by refining the 

calculation of new friction coefficients and how to further limit the influence of the initial friction coefficients. 
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ABSTRACT 

Flood disasters are considered catastrophic events that can affect human life along with their economic and 

environmental effects. In recent years, the frequency of flooding has been increasing with the effect of climate 

change. Various software and methods are used in the studies carried out to determine the precautions to be 

taken for a probable flood and to reduce the potential hazard. Available software programs offer 1D, 2D, and 

1D/2D coupled solutions to identify probable inundation areas and corresponding flood hazards. In this study, 

a study area from northern Turkey was selected in order to apply both direct 2D and 1D/2D combined hydraulic 

modelling approaches with HEC-RAS, and their effects on hazard quantification were evaluated. The results 

show that the flood inundation area resulting from the 1D/2D coupled model is wider than the direct 2D 

solution. 

1. Introduction

Floods are a major concern in recent years due to their increasing occurrence worldwide. Hydrodynamic 

modelling is an important part of determining probable hazards. Hydrodynamic models are often implemented 

either by considering direct 2D modeling or 1D/2D coupled modeling approaches. In this study, Yağlıdere 

Stream which is located in Giresun Province of the East Blacksea region of Turkey selected. Moreover, direct 

2D and 1D/2D coupled modelling approaches were implemented. Inundation areas for each approach were 

exported to the GIS environment and compared. It was determined that there exist differences in the inundation 

area of each approach. 1D/2D coupled model resulted in a wider inundation area. However, there is not much 

difference in the hazard classes. Within the scope of this study, the variation of direct 2D and 1D/2D coupled 

modeling approaches on flood propagation and the hazard was investigated. 

2. Hydraulic Modeling

Both 2D and 1D/2D coupled hydraulic models of the Yağlıdere Stream are implemented by using HEC-RAS 

which is widely used in modeling open channel and surface flows and identifying flood inundation areas. 

Surface roughness is an important parameter of hydrodynamic modelling and its determination requires special 

attention. In this study, surface roughness is determined by examining land use data by considering CORINE 

2018 and corresponding surface roughness values proposed by the study of Papaioannou (2018). All the 

parameters such as DEM resolution, mesh size, and surface roughness values are kept constant and determined 

for each model. The hydraulic variables, the inflow hydrograph, and the normal depth are used as boundary 

conditions in the hydraulic models. Both models are analyzed with HEC-RAS to obtain spatially varied water 

depth and velocity data which are used to determine spatially varied hazard maps. 

3. Hazard Quantification

Flood hazard quantification is often determined by taking into account the water depth and velocity obtained 

from the analysis of the hydraulic model. There are different methods for quantifying flood hazards. In this 

study, hazard quantification is implemented by considering the threshold values and methods determined by 

the study of Smith et al. (2014) as given in Table. 1. 
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Table 1. Thresholds and Hazard Classes by Smith et al. (2014) 

Hazard 

Class 
Explanation 

V*D Depth 

(D) 

(m) 

Velocity 

(V) 

(m/s) 

H1 Generally safe for buildings, vehicles, and people ≤0.3 0.3 2 

H2 Dangerous for small vehicles ≤0.6 0.5 2 

H3 Dangerous for vehicles, children, the elderly ≤0.6 1.2 2 

H4 Dangerous for vehicles and people ≤1 2 2 

H5 
Dangerous to vehicles and people, possible structural damage 

to buildings 

≤4 4 4 

H6 
Dangerous for vehicles and people, risk of collapse for 

buildings 

≥4 - - 

After having implemented the hydraulic models, a script is inserted into the software to construct hazard 

classes. 

4. Results and Discussion

The results from the analyses of the two models suggested that flood inundation areas and corresponding 

hazards would differ depending on the modeling approach. The total inundated area is 0.308 km2 for the 1D/2D 

coupled model whereas it is 0.321 km2 for the 2D model. The difference is not significant but the 1D/2D model 

resulted in a larger inundated area with voids. However, the direct 2D model inundated a narrower area without 

voids. 1D/2D model predicts a more precise solution. Moreover, hazard quantification was made for each 

model and results were presented in Fig. 1. 

Fig. 2. Spatially varied hazard for 2D and 1D/2D coupled models. 

As it can be seen from Fig. 2, hazard classes are similar for both models. Anthi-Eirini et al. (2017) suggested 

a 1D/2D coupled modeling approach for more sensitive results. It was concluded that the 1D/2D coupled 

modeling approach yields more detailed results than the direct 2D modeling by examining the analyses of the 

models. 
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ABSTRACT 

Climate change has contributed to the increase of extreme weather events worldwide. The dominant scientific 

opinion on climate variability is that it will increase the frequency of heavy rainstorms, causing high 

devastation risk from floods for many communities (Karl et al., 2009). Therefore, only an effective flood 

hazard management framework can reduce an upcoming flood hazard increase. The most modern management 

techniques include hydro-informatic applications, such as flood forecast modeling (Golian et al., 2010), flood 

hazard, and flood risk mapping in order to achieve an accurate assessment of the flood zones and vulnerable 

areas. The aim of this paper is to compare and contrast two hydraulic models (1D and 2D) to determine which 

one is more suitable for flood mapping. The chosen study area is the catchment of Kimmeria. Kimmeria stream 

(Kydoneas) contributes to Kosynthos river in the plain section while it springs from the mountainous region 

of Xanthi, Greece. The total area of the watershed is 35.5 km2 while the total stream length is 6.5 km. 

1. Methods and Materials

The methodology followed in this paper concerns two basic sections, the hydrologic modelling and the 

hydraulic modelling.  

Fig. 1.  Chart flow of creating a flood map 

The rainfall-runoff modelling was realised with the HEC-HMS 3.5 software, which has been developed by the 

US Army Corps of Engineers (USACE) Hydrologic Engineering Center (HEC). It aims to simulate the 

precipitation runoff processes of watershed systems and includes different components, such as runoff volume, 

baseflow, and channel flow (USACE, 2010).  

The hydrologic modelling of the basin regards the construction of the unit hydrographs. In order to achieve 

the latter, several hydrologic multi-analysis pre-processing and main processing operations upon the DEM 

were required, using the ARC Hydro 2.0 and the geospatial extension HEC-GeoHMS 10.2 in ArcGIS 10.2 

environment. The chosen method for the watershed losses is a USDA Natural Resources Conservation Service 
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development, the runoff Curve Number (CN) (Fig.1). From the hydraulic simulation, hydrographs of return 

period T = 50, 100 and 500 years were obtained, with peak flow of 172.9 m3/s, 216.4 m3/s and 330.5 m3/s, 

respectively. Hec Ras software was selected for the hydraulic simulation. For the 1D model the use of the 

extension of HEC-GeoRAS 10.2 river geographic analyses took place in the ArcGIS 10.2 environment. The 

analysis included the construction of various thematic lines such as the main flow lines, the flowpath lines, the 

riverbank lines and the cross sections. At the exact points of the different thematic lines, a digital topographic 

map of the area was used as a background. For the two-dimensional solution, a grid (20 m x 20 m) with an 

average cell size of 404.34 m2 was created, while the number of total cells was 24,033. The equation to solve 

the 2D model was the equation of wave diffusion. Finally, in both cases, the hydraulic modeling was performed 

for instationary flow conditions using the hydrographs produced in the previous step. 

2. Results and discussion

From the analysis of the results, the following table (Tab. 1) resulted where the most significant differences of 

the models are displayed. 

Table 1. Comparison of 1D and 2D flow models (*the flooded area in the 1D model remains the same for all the return periods due 

to limitations of the model) 

1D 

T=50 years 

1D 

T=100 years 

1D 

T=500 years 

2D 

T=100 years 

2D 

T=100 years 

2D 

T=500 years 

Max water height 5.69 m 7.15 m 9.23 m 6.71 m 8.27 m 10.12 m 

Flooded area 12.9 km2 (*) 12.9 km2 (*) 12.9 km2 (*) 11.02 km2 12.03 km2 12.57 km2 

Max channel 

velocity 
8.17 m/s 8.61 m/s 9.88 m/s 7.52 m/s 7.93 m/s 9.01 m/s 

Average Overflow 

velocity 
5.57 m/s 6.11 m/s 8.53 m/s 6.24 m/s 6.86 m/s 8.69 m/s 

Based on all the comparisons made, it is obvious that the two-dimensional model is more suitable for flood 

mapping for the study area. The results provided by the 2D model were more detailed and therefore more 

accurate in the overflow areas in comparison with historical flood events. The values obtained for the 

maximum water height and the flooded area were more conservative in two-dimensional analysis than those 

obtained during the one-dimensional analysis. The identified differences are due to the larger number of 

computational points of the two-dimensional model, which allows more detailed results to be extracted. In 

general, the 2D Diffusion Wave equations allow the software to run faster and have greater stability properties. 

Finally, it is worth to be mentioned that the reliability of the results of the two-dimensional model is 

inextricably linked to the analysis of the digital terrain model. Indicatively, it is reported that with the use of a 

digital terrain model of 5 m resolution, the obtained results for the study area are considered unreliable. The 

choice of using one or two-dimensional hydraulic model depends on the topographic data as well as the 

available work time. Also, 2D models should be used when flow patterns are complex and 1D model 

assumptions are significantly violated. 2D models generally provide more accurate representations of flow 

distribution, velocity distribution, water surface elevation, backwater, velocity magnitude, velocity direction, 

flow depth, and shear stress. 
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ABSTRACT 

An 8-step methodology for the design of a Flood Early Warning System (EWS) under Climate Change 

conditions is briefly described. The methodology is applied in the town of Mandra in Attica, Greece, which in 

November 2017 experienced a disastrous flash flood. The methodology is based on research on scientific 

papers on existing EWS, calculations performed with a detailed flood prediction model and a questionnaire 

survey conducted in October and November 2018. In this design procedure the following weak points were 

identified: (1) the lack of experience on EWSs in Greece, (2) the lack of Monitoring Networks in many Greek 

towns, and (3) the lack of data for the calibration and verification of flood prediction models.    

1. Introduction

Early Warning Systems (EWS) are tools to mitigate flood risk whose key elements are flood risk knowledge; 

monitoring, forecasting, and warning services; dissemination and communication of warnings; and flood 

preparedness and response. In Greece there are no EWS, while worldwide there are many EWS of various 

types and complexity.  In the present work, a methodology for the design of EWS is briefly presented that was 

developed based mainly on the literature on EWS; this methodology is applied in the town of Mandra in Attica, 

Greece, which in November 2017 experienced a disastrous flash flood, to identify its main weak points. 

2. The methodology

The main steps of the design methodology are the following: 

Step 1. Collection and processing of the required data that usually include (D1) topographical, geological, 

hydrogeological, geotechnical and land uses, (D2) hydrometeorological, flood incidences, information from 

Flood Risk management plans, (D3) environmental and ecological, (D4) hydraulic works, mainly flood 

protection, (D5) infrastructure works and (D6) other data, such as social, flood vulnerability, and economic. 

Step 2. Design of the Monitoring Network (MN), whose main components are: (1) sensors for precipitation 

and hydrodynamic characteristics (MN-SEN), (2) radars (MN-RAD) and (3) satellites (MN-SAT). The MN-

SEN are typically used for the calibration of MN-RAD, the correction of predictions made by the MN-SAT 

and the calibration of the Flood Prediction Model (FPM). The design of the MN includes: (1) the utilisation of 

existing MN, (2) the optimal design of the network, and (3) the determination of the characteristics of the 

sensors and the collection and transmission of data to the Flood Forecasting Centre (FFC). 

Step 3. Building and calibration of the FPM. The main actions of step 3 include the following: (1) the definition 

of the calculation domains and the boundaries of the hydrologic and the hydrodynamic model, (2) the selection 

and the building of the hydrologic and the hydrodynamic model using the data of step 1, e.g., DEM and DSM, 

(3) the calibration of the hydrologic and the hydrodynamic model using the data of step 1 to determine the

values of the Curve Numbers and the friction (Manning) coefficients, respectively, and (4) the optimization of

the FPM. When building the hydrologic model, the effects of CC can be taken into account as follows: (1)

choice of the appropriate Representative Concentration Scenario (usually the RCP8.5), (2) extraction of the

Boundary Conditions (BCs) from a Global Climate Model (such as the ICHEC-EC-EARTH), (3) use of these

BCs in a Regional Climate Model (such as KNMI-RACMO22E from the Database Eurocordex), (4) estimation

of the future (under CC) precipitation and (5) its use as input in the hydrologic model. Alternatively, a simpler

approach can be applied by considering “what-if” scenarios.
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Step 4. Application of the FPM to determine the areas of high flood risk following a typical procedure, such 

as the one applied in the Flood Risk Management Plans. Such a procedure typically involves the definition of 

calculation scenarios, e.g., for T=50, 100 and 1000 years, and the calculation of flood (1) hazard, (2) 

vulnerability and (3) risk for all scenarios.      

Step 5. Calculation of the main warning characteristics. These characteristics depend on the type of the warning 

services offered that are (T1) threshold-based, (T2) flood forecasting via simple simulation tools and models, 

(T3) vigilance mapping Internet service, and (T4) flood inundation using integrated hydrologic-hydrodynamic 

models. The main warning characteristics are generally: (1) Flash Flood Guidance (for T3), (2) water elevation 

– discharge curves (for T1), (3) level-to-level correlations (for T2), (4) time-of-travel relationships (for T2),

(5) flood arrival times (for T2) and (6) extent of flood inundation areas (for T4).

Step 6. Design of the FFC that include (1) the operating systems and hardware (workstations), (2) the 

application programs (software) needed to collect, analyse, integrate, display data and disseminate products, 

(3) the redundancy and backup programs of hardware and (4) the maintenance programs of hardware and

software.

Step 7. Determination of the Warning (dissemination & communication) methods. 

Step 8. Preparation of the Flood Preparedness & Response plan. 

3. Results and discussion

The methodology was applied in the town of Mandra and the main design aspects of the proposed EWS are 

summarized in Mitsopoulos et al. (2022a). The main weak points that were identified were the following:  

1. There are no EWS in Greece; thus, the experience of their design, including the methods for flood warning

(steps 6 and 7), preparedness and response (step 8) is very limited. In Mandra, a preliminary questionnaire

survey was performed that identified the main characteristics of these methods (Mitsopoulos et al., 2022a).

2. The lack of information on EWS combined with the lack of operating MN in many Greek towns make the

design and implementation of a EWS a very difficult task. In Greece, only flood forecast simulations that

are performed at national level using Numerical Weather Prediction models by the Hellenic National

Meteorological Service (HNMS) can be used in the design of EWS.

3. A reliable FPM needs to be calibrated and verified using field data. Such data are collected by MN or are

contained in the Hellenic Flood Risk Management Plans. Data from these plans are produced at relatively

small scales (1: 25000) and thus they are very rarely useful in the calibration and verification of FPM due

to the very local scale of the flood incidents. In Mandra, field measurements of the flood of 2017, which

include maximum water levels and their arrival times and flood inundation extend, were available and used

in the calibration of the FPM (Mitsopoulos et al., 2022b) and its optimization (Mitsopoulos et al., 2022c).

4. Conclusions

In the application of the proposed design procedure in the town of Mandra the following weak points were 

identified: the lack of experience on EWS, the lack of MN, and the lack of appropriate data for the calibration 

and the verification of the FPM.      
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Evaluation of Monthly Precipitation and Temperature Trends in the U.S. 
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ABSTRACT 

Trends in annual extremes of monthly precipitation totals and minimum and maximum temperatures at over 

1200 locations in the U.S. are evaluated. Monthly data of these climatic variables obtained from the United 

States Historical Climatology Network (USHCN) for the period 1910-2019 are used for this analysis. The 

trends are evaluated using nonparametric Spearman’s rank correlation and Mann-Kendall tests. Trends in 

specific months for temperature and precipitation are also assessed. Results indicating statistically significant 

increasing trends for precipitation are mainly noted for sites in the northeastern U.S. Decreasing as well as 

increasing trends are noted for annual extremes of maximum temperature with spatially uniform increasing 

trends evident for minimum temperature. Discrepancies from the two nonparametric tests are noted in the 

number of sites with statistically significant trends when two nonparametric tests are used.  

1. Variations and Trends in Climatic Variables

Trends and variations in extremes of essential climatic variables have been evaluated in several past studies 

(Teegavarapu, 2013, 2018) to understand the influences of climate change and variability on these variables. 

Nonparametric statistical tests such as Spearman’s rank correlation (SRC) and Mann-Kendall (M.K.) test 

(McCuen,2016). The presence of autocorrelation or persistence in any time series is known to have an 

influence on the trends. Therefore, variants of M.K. tests that consider persistence are also used to evaluate 

the trends. Results related to these tests are not presented in this paper. 

1.1 Precipitation and Temperature Extremes 

Monthly temperature and precipitation data at 1218 sites in the conterminous U.S. obtained from the United 

States Historical Climatology Network (USHCN) is used in this study for analysis of spatially varying 

trends. Trends in minimum and maximum temperature and precipitation totals are evaluated using 

nonparametric Spearman’s rank correlation tests. Trends in annual extremes of monthly precipitation totals 

using the S.R. test are shown in Fig. 1. The eighteen regions referred to as hydrologic units defined by the 

United States Geological Survey (USGS) are also shown in Fig. 1. Approximately 16% of sites located in the 

north and northeastern region show increasing trends, while the rest of the sites show no statistically 

significant trends. Decreasing trends are noted in the western region of the U.S.  

Fig. 1. Trends in annual extremes of monthly precipitation totals in the U.S. 
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Trends in annual extremes of monthly maximum and minimum temperatures are assessed using SR tests and 

they are shown in Fig. 2 and Fig. 3 respectively. Increasing trends are noted in maximum temperature in 

mostly southern and south-eastern and Midwest and northwestern parts of the U.S. with decreasing trends 

identified in the central region. 

Fig. 2. Trends in annual extremes of monthly maximum temperature in the U.S. 

Fig. 3. Trends in annual extremes of monthly minimum temperature in the U.S. 

2. Conclusions

Trends in annual extremes of temperature and precipitation at a coarse temporal scale (i.e., month) at more 

than 1200 sites in the U.S. are evaluated. Two nonparametric tests are used to evaluate trends in these 

climatic variables. Preliminary results from the trend analyses reported in this w work suggest spatially 

varying trends that non-uniform for precipitation and uniform of minimum temperature are noted. Further 

studies are being conducted to understand the variations in extremes at finer temporal scales, associations 

between temperature and precipitation and changes linked to climate variability.   
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ABSTRACT 

Design rainfall estimation at the regional scale is the cornerstone of hydrological design against flooding, 

particularly essential for ungauged areas. We devise a parsimonious and flexible methodology for regional 

estimation of rainfall extremes for time scales of minutes up to a few days and any return period, i.e. producing 

the ombrian curves. Estimation of the distribution parameters is performed by an advanced regional pooling 

approach employing knowable (K-) moments that allow reliable high-order moment estimation and handling 

of space dependence; which is non-negligible in homogenous regions. The regionalization approach is based 

on elevation, which is often sufficient to explain the rainfall variability within a generally homogenous climatic 

region. The methodology is effectively applied in the Attica region, comprising Athens and its surrounding 

basins. 

1. Introduction and Methodology

Design rainfall for engineering applications is conveniently obtained from ombrian (from the Greek word 

‘όμβρος’ meaning rainfall) curves, i.e. mathematical relationships linking rainfall intensity to timescale and 

return period, usually known as ‘intensity-duration-frequency’ curves. Koutsoyiannis (2021) recently 

developed a framework for integrating typical ombrian curves to stochastic models of the multi-scale rainfall 

intensity. The framework can be applied at any time scale, arbitrarily large, yet for large time scales the 

mathematics are more involved, while these scales are less relevant to flood analyses. Here, we apply the 

framework only for small time scales to produce the ombrian curves for the Attica region.  

Under some simplifying assumptions (Koutsoyiannis, 2021), the rainfall intensity 𝑥 for small timescales 𝑘 (of 

the order of minutes to a few days) and return period 𝑇 is given by the following relationships; the first 

(Equation (1)) valid for return period estimated from series of rainfall exceedances and the second (Equation 

(2)) from series of annual maxima (where 𝛥 = 1 year): 

𝑥 = 𝜆
( 𝑇 𝛽⁄ )𝜉 − 1

(1 + 𝑘 𝛼⁄ )𝜂
 , 𝜉 > 0 (1) 

𝑥 = 𝜆
(−(𝛽 𝛥⁄ ) ln(1 − 𝛥 𝑇⁄ ))−𝜉 − 1 

(1 + 𝑘 𝛼⁄ )𝜂
, 𝜉 > 0 (2) 

where 𝜆 an intensity scale parameter in units of 𝑥 (e.g., mm/h), 𝛽 a timescale parameter in units of the return 

period (e.g., years), 𝛼 a timescale parameter in units of timescale (e.g., h) with 𝛼 ≥ 0, 𝜂 a dimensionless 

parameter with 0 < 𝜂 < 1, and 𝜉 > 0 the tail index of the process.  

The parameter estimation is based on a two-step procedure. The timescale parameters are estimated following 

the Koutsoyiannis et al. (1998) procedure, whereas the distribution parameters are estimated by a novel 

regional pooling approach. Two groups of stations were identified: (a) group A comprising 9 stations with 

lower on average annual maxima at the daily scale which are generally located at elevation <160 m and (b) 

group B comprising 5 stations with higher on average annual maxima at the daily scale which are generally 

located at elevation >160 m. After standardization of the stations’ 24 h annual maxima by their group mean, 

the parameters of the pooled maxima distribution are estimated using only the first set of non-central K-

moments (Koutsoyiannis, 2019) that is not impacted by the effect of space dependence, unlike higher moments 

(Koutsoyiannis, 2021, Iliopoulou et al. 2022). For the given stations that exhibit significant spatial correlation 

this correspond to the first16 non-central K-moments. 

To regionalize the scale parameter 𝜆 to any region of interest, e.g. a sub-basin within the studied area, the 

following relationship is applied: 
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𝜆 = 𝑓𝐴 𝜆𝛢 + 𝑓𝐵 𝜆𝐵 
(3) 

where 𝑓𝐴 the ratio of the area’s extent that lies at elevation < 160 m to the total extent and 𝑓𝐵  the ratio of the

area’s extent that lies at elevation ≥ 160 m to the total extent, and 𝜆𝛢, 𝜆𝐵 the scale parameters of the two groups.

2. Results and Discussion

The parameter estimates are shown in Table 1 for both elevation groups, while an example of the fitting of the 

model to two stations representative of groups A and B respectively, is shown in Figure 1. It is seen that the 

empirical distribution functions are generally in good agreement with the theoretical ones. 

Table 1. Ombrian parameters 𝛼, 𝜂, 𝜉, 𝜆 and 𝛽 for Equations (1)-(2). 

Parameters 𝛼 (h) 𝜂 (-) 𝜉 (-) λ (mm/h) 𝛽 (years) 

Elevation group A 0.1 0.73 0.07 445 0.07 

Elevation group B 0.1 0.73 0.07 579 0.07 

Fig. 1. Theoretical and empirical distributions of annual maximum intensities at 1 h to 48 h scales (depending on the available samples) from 

the daily and sub-daily stations at (a) Nymphs Hill (group A) and (b) the sub-daily station at Penteli (group B). The empirical intensities 

plotted based on order statistics are also shown for validation. 

The ombrian curves for any region within the given area are derived based on the four common parameters 

and the regionally varying parameter which is obtained as a result of the region’s elevation distribution 

(Equation (3)). In this way the framework is parsimonious and easy to apply at the basin scale, without the 

need for further spatial interpolation. Its merits are further discussed in the context of a new regional flood 

hazard assessment framework for the Attica region. 
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ABSTRACT 

This study is focusing on analyzing the variability of the Snow Water Equivalent (SWE) in space and time 

in seven mountain basins located in Lombardy (northern Italy) during the period 2006-2020. Based on data 

provided by the regional environment protection agency, monthly trends and interannual variation are 

analyzed, even if on a relatively short time. The estimation of snowpack water content (Snow Water 

Equivalent - SWE) on a regional scale indicates some changes in the total quantity of solid-state water 

stored in the snow on a monthly basis. A shift of the snow cumulation and melting times through the years 

can be considered an important climate change indicator, showing the alterations in the common season 

patterns, and providing important indications for the efficient management of water resources. 

1. Introduction

Climate change significantly impacts on the availability of water resources, included the water stored in the 

snowpack. The SWE is of considerable importance in the hydrological balance, as it represents a water 

reserve that has a gradual release capacity and a factor to be monitored in the hydrogeological control and 

alert chain. Lombardy is the fourth-largest Italian administrative region, sited in the northwest of the 

country, distributed in twelve provinces and it is also the most populated one, with a total of 10.060.574 

people living there. The surface is about 23.8623 Km2, and it mostly consists of mountains (40,5%) and 

plains (47,1%), with the remaining portion being hills (12,4%). The river basins located in Lombardy and 

considered for the SWE estimation in this study are: Adda, Serio, Brembo, Chiese, Mera, Mincio, Oglio. 

2. Methodology

The estimate of SWE carried out by the regional environmental protection agency (ARPA Lombardia) for 

each water basin is calculated through a simplified approach, which accounts for the melting and deposit 

of snow, with output measurements occurring every week, on a grid of 100x100 meters (Bellingeri et al., 

2006). Melted snow is estimated using a “degree-day” simplified melting model, based on the mean air 

temperature, the snow melting threshold temperature and the degree-day factor (DDF). The use of satellite 

sensors is important for evaluating the SWE depletion curves, the chosen sensor has to meet the specific 

needs that the monitored areas require, such as the spatial and spectral resolution, the extent of the observed 

areas and the satellite passage frequency (Ranzi et al., 1999). ARPA Lombardia uses images generated by 

MODIS sensors, which have a coarser resolution (500 m) compared to LANDSAT (30 m). MODIS images 

represent though a better choice in case of clouded sky, because the missing data can be reconstructed by 

comparing the data of the previous day with the one of the following one, experiencing relatively low data 

loss. ARPA Lombardia exploits an unsupervised algorithm with a clustering process defined by the operator 

and divided in three classes: snow pixels, no-snow pixels, and no-data pixel. Every no-data pixel can then 

be converted either into a snow pixel or a no-snow pixel through specific linear unmixing algorithms, based 

on the probability for a no-data pixel to be more similar to either one of the remaining classes (Ciraolo et 
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al., 2007). These data are used as layer masks to exclude from the SWE maps each pixel associated with a 

no-snow class, producing snow cover extent maps. Snow cover extent maps are then combined with the 

digital elevation model of the area (DEM), to create snow depletion curves describing the extension of the 

snow cover area in each altitudinal zone. ARPA Lombardia verified variations both in the precipitation 

volume, which decreased over the observed years, and in its different seasonal distribution over the years, 

and an increasing variation trend of average monthly surface temperature presents clear similarities with 

the global warming of the Earth’s surface, being recognizable even at local scale. Using SWE curves it is 

possible to identify the growing trend at the beginning of the snow season, when the snow begins to fall, 

usually between November and December, then deposits and finally stratifies itself over the ground, and 

the decreasing trend of the melt season, when the increase in temperature and the lack of new snow provide 

lower availability of snow water equivalent. Usually, the beginning of the melt season occurs in the second 

half of March. SWE value gradually increases and eventually reaches its maximum in the first weeks of 

March, only to enter the melt season and decrease for the rest of the reference year. Mean snow cover depth 

was calculated for every value registered in each water basin, dividing the SWE measurements, expressed 

in millions of m3, by the surface of the respective water basin, obtained by their shapefile. 

3. Results and discussion

The years with the highest contribution in terms of snow water equivalent are 2009 and 2014, while 2007 

had the lowest contribution in terms of snow water equivalent. The highest snow water equivalent, in terms 

of millimeters, can be found in the Adda Prelacuale water basin, followed by Mera, Adda Totale (which is 

lower than its parts because in this case it is the result of an overall mean between the three values) and 

Oglio, in both 2014 and 2007. The decreasing trend shown in December gives a precious piece of 

information: the amount of snow water equivalent contribution in December is decreasing as the years pass, 

meaning that a shifting of the beginning of the snow season might be taking place, delaying it increasingly 

later in the year. Italy is facing a severe drought at the beginning of this year (2022) and besides Lombardy, 

as the decreasing trend of SWE shows. The differences in current water storage compared to the average 

of the period 2006-2020 is shown in the following Table 1.  
Table 1. Lombardy – Situation of water storage as of 13/3/2022 and comparison with the reference period 2006-2020. 

**: the quantities relating to the reservoirs refer to the sum of the basins of the Maggiore, Como, Idro and Iseo lakes 

4. Conclusions

These data of the SWE evolution over the observed years provide useful indications for the sustainable 

management of water resources, even if a more robust analysis will be possible in future years.  
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Water reserves 

December 2021 
March 2022 (a) 

Average period 2006-

2020 (b) 

Minimum period 2006-

2020 (c) 

Millions 

m3 

Change 

from 12/19 

Millions 

m3 

Change 

from 6/3 
Millions 

m3 

Difference 

(a-b) (%) 
Millions 

m3 

Difference 

(a-c) (%) 

Snowpack (SWE) 586.2 +15.8% 803.8 -2.5% 2,536.4 -68.3% 925.0 -13.1%

Reservoirs (**) 497.4 -6.4% 193.0 -7.6% 313.9 -38.5% 182.9 +5.5%

Lakes 609.9 -4.2% 534.5 -3.0% 739.6 -27.7% 387.6 +37.9%

Total 1,693.4 +1.1% 1,531.2 -3.3% 3,589.8 -57.3% 1495.5 +2.3%
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ABSTRACT 

Drought is one of the most import natural hazards affecting Spain since it causes several environmental and 

socioeconomic negative impacts. The assessment of drought impacts is complex given the few available data 

and the several cross interactions among the different hydrological and ecological systems that drive the 

partition between blue and green water. Soil hydrology processes are also important and land cover changes 

can be determinant to understand the evolution of hydrological droughts in the last decades. 

The Spanish central Pyrenees is a key region for the generation of water resources, which are mostly used in 

the lowlands. Thus, the water resources stored and generated in the mountainous areas of the Pyrenees are 

essential to maintain irrigated agriculture downstream. In the last decades land use has dramatically 

transformed in the central Pyrenees as consequence of human depopulation and the abandonment of 

mountain agriculture and livestock. This has caused natural revegetation that has altered the landscape with 

important morphodynamic and hydrological consequences. Land transformation has altered Pyreneean 

hydrology, and caused an important decrease of water resources as consequence of enhanced plant 

transpiration. In addition, there is important sensitivity of natural ecosystems to drought in the region.  

There is limited knowledge of the cross interactions between hydrological and ecological systems during 

drought periods, a key issue to understand the partition between green and blue water during periods of water 

scarcity. For this reason, in this study we have modelled water cycle and ecological processes in a 

representative basin located in the Spanish central Pyrenees. The objective was to determine how 

meteorological droughts affect differently hydrological systems and ecosystems in order to determine 

interactions that may drive differential ecological and hydrological drought impacts. 

1. Methods and results

We have used the RHESSys hydro-ecological model, which is designed to simulate integrated water, carbon 

and nutrient cycling and transport over complex terrain at small to medium scales, to model eco-hydrological 

processes in the Upper Aragón catchment located in the central Spanish Pyrenees from 1970 to 2018. The 

basin covers an area of 2181 km2. The average annual precipitation is 1303 mm, although it can reach 1500 

mm in the most elevated sites and falls below 800 mm in the Inner Depression. Precipitation is mostly 

recorded between October and May with a summer dry season characterized by isolated rainstorm events 

caused by convective processes. The Yesa reservoir, with a capacity of 446.8 hm3, is an important water 

management infrastructure because it supplies water for irrigation to the Bardenas region (81,000 ha) located 

80 km to the south of the basin.   

Simulated processes include vertical fluxes of humidity (interception, transpiration, evapotranspiration and 

groundwater recharge), and lateral fluxes between spatial units. From the digital elevation model of the study 
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area at a resolution of 100 m of cell size, the basin is subdivided in a hierarchical organization of landscape 

units, which enables different processes to be modeled at various scales, and enables the basic modeling 

units to be of arbitrary shape rather than strictly grid based. The spatial levels define a hierarchy comprising 

progressively finer units. Each spatial level is associated with different processes modeled by the RHESSys 

and at a particular scale. At the finest scale patches are typically defined by areas in the order of m2, while 

basins (km2) define the largest scale. The modeling units are defined by the user prior to running the model, 

with partitioning tailored to take advantage of the patterns of variability within the landscape. This procedure 

permits efficient parameterization and reduces the error associated with landscape partitioning.  

A Monte-Carlo simulation by running the model iteratively using different values of each parameter to be 

calibrated was used to find optimum sets of the following four parameters: i) depletion of hydraulic 

conductivity with depth (m); ii) hydraulic conductivity in saturated soils (K); iii) infiltration through 

macropores (gw1); and iv) lateral ater fluxes from hillslopes to the main channel (gw2). The period 1996–

2006 was used to calibrate the model, whereas the period 1975–1995 was used for validation, founding very 

good statistics in the process of validation.   

RHESSys simulated different key variables in the basin including streamflow, soil moisture, leaf area, net 

primary production, etc. Figure 1 shows the monthly 1970-2018 evolution of these variables in the basin and 

it also compares the relationship between observed and modelled monthly streamflow. 

Fig. 1. Observed (red) and modelled streamflow (blue) and modelled eco-hydrological variables in the Aragon 

Hydrological and ecological variables were strongly affected by meteorological droughts. Nevertheless, the 

impact of droughts strongly diverged among the different analysed systems. The results show that in drought 

periods hydrological variables show stronger response and more acute deficits in comparison to ecological 

variables, which are characterized by less interannual variability. This suggests that in periods of water 

deficits, water supply for plant physiological processes is an important driver that explains the propagation of 

droughts throughout the hydrological cycle. Thus, plant coverage interacts with meteorological droughts to 

cause more severe hydrological droughts downstream. This issue suggests the large importance of land cover 

changes in mountain Mediterranean areas and the possibility of developing land management practices to 

improve the availability of water resources during dry periods.   
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ABSTRACT 

A hybrid fuzzy frequency factor-based methodology is used in order to improve the coupling between the 

observed and theoretical probabilities in meteorological and hydrological drought analysis. Thus, the 

frequency factor KT is related to the historical samples of rainfall and streamflow, correspondingly, through 

fuzzy linear regression based on Tanaka’s model and a modified fuzzy linear regression model. 

Simultaneously, a fuzzy estimation of the mean value and the standard deviation is achieved. Hence, the 

crisp thresholds of the pre-defined drought categories are fuzzified based on the produced fuzzy linear 

relations. The classification of meteorological and hydrological drought is achieved by comparing the crisp 

data with the fuzzified drought thresholds using a fuzzy measure. The proposed methodology has been 

applied in the cases of southern Crete, Greece, and the transboundary Evros (Meric or Maritsa) River by 

covering the case of meteorological and hydrological drought, respectively. 

1. Fundamentals and methodology

Meteorological and hydrological drought analysis is performed based on probability analysis. The 

probability analysis has the advantage that the empirical probability function can be used, and hence several 

hypothesis tests can be implemented. In practice, we use a theoretical probability function that matches the 

sample. A popular method of analysis is the frequency factor method in which each examined hydrological 

variable is linearly related to the frequency factor KT. Based on the empirical probabilities, KT-values are 

calculated in the assumption of the normal (N), lognormal (LN), Pearson III (P III), and the log Pearson III 

(LP III) distribution. 

Then, the fuzzy linear regression of Tanaka (1987) is performed between the KT (cause) and the observations 

(causality) (Eq. (1)) in order to improve the coupling between the observed and theoretical probabilities 

(Spiliotis et al., 2018). From a mathematical point of view, Tanaka’s model concludes in a linear 

programming problem where the objective function minimizes the total spread of the produced fuzzy band 

which includes all observed data. The decision variables of the linear programming problem are the 

regression coefficients considered symmetric triangular fuzzy numbers (STFN) whose central values and the 

semi-widths are estimated. The coefficients of fuzzy regression are identical to the mean value and standard 

deviation when the frequency factor method is used. Hence a hybrid model is structured where the 

parameters are fuzzy numbers. Instead of statistical measures, the suitability of Tanaka’s model is checked 

through the value of the objective function which minimizes the total fuzziness. A lower value of the 

objective function means higher suitability of the fuzzy regression model. In addition, other measures of 

suitability are used which generally take into account the distance of the fuzzy estimates from the 

observations, and the mean value and standard deviation of the samples (Papadopoulos et al., 2019, 

Papadopoulos, 2022). Furthermore, another objective function is used which takes into account both the 

distance between the observations and the fuzzy estimates and the total fuzzy spreads. It is proved that the 

objective function of the modified fuzzy regression model includes the objective function of the Tanaka’s 

model (Papadopoulos et al., 2019). In this article the case of log-Pearson III distribution is presented (Eq. 1). 

The drought thresholds are discrete values of the random variable Z inserted in the calculation of KT. Thus, 

based on the produced fuzzy relations, each drought threshold k (thr,k) can be calculated as a fuzzy 

magnitude (STFN) of the examined hydrological variable. To classify drought each observation is compared 

with each fuzzified drought threshold using the fuzzy measure Gk.j (Eq. (2)) which denotes the degree to 
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which an observation is greater than the examined fuzzified drought threshold. Measure Gk.j is based on the 

fuzzy measure of risk proposed by Ganoulis (2004).  

, , ,T j T j T jy y K  = + % %% (1) 

Where 
,T jy  is the observation of the examined hydrological variable regarding the hydrological year j, 

,T jy% is 

its fuzzy estimation, %  and %  are the mean value and standard deviation of the log-transformed data.

( ) ( )
,

, , ,
( ) ( )

thr k j

k j thr k thr k
y y

G y d y y d y 
+

 −

=  
%

(2) 

The nominator of Eq. (2) denotes the area included between the membership function of each examined 

fuzzified drought threshold and the observation (the hatched area of Fig. 2b), while the denominator denotes 

the entire area included by the membership function of the examined fuzzy threshold of drought. 

2. Implementation and discussion

Drought analysis and classification were performed based on the annual cumulative rainfall recorded from 

the meteorological station of Gortyna in southern Crete, Greece, and the annual cumulative streamflow of the 

transboundary Evros (Meric or Maritsa) River measured at Pythio’s bridge, Greece. According to the results, 

the historical samples were best described by the LP III distribution (Fig. 1). However, the N and P III 

distributions described the historical sample of annual rainfall also well, while the LN distribution fit also the 

streamflow data well. Most hydrological years are characterized as mild drought years or non-drought years 

for both samples. The fuzziness of drought thresholds increases for significant drought years (Fig. 2) because 

the KT-value, in terms of absolute value, increases. Last, both of the fuzzy linear regression models produced 

similar results. However, based on the suitability measures the modified fuzzy linear regression model 

produced marginally better results.  

a)  b) 

Fig. 1. Fuzzy linear regression a) between yT,j=lnRT,j−KT,j based on Tanaka’s model in the assumption of LP III distribution, b) between 

yT,j=lnVT,j−KT,j based on the modified fuzzy linear regression model in the assumption of LP III distribution. 

a)  b) 

Fig. 2. a) Comparison between an observation and a fuzzified drought threshold, b) fuzzified thresholds of meteorological drought (LP III). 
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ABSTRACT 

In this paper, the usage of an objective framework for the generation of spatial distributed Manning's n 

roughness coefficient maps and their impact on river flood modeling are examined. The methodology was 

implemented for a specific part of the ungauged Xerias stream, Greece and later applied for the entire Xerias 

stream that outflow to the sea. The analysis is based on the extreme flash flood event occurred on 9 October 

2006, with 232 mm of rainfall falling in, approximately, 12 hours. The proposed methodology can be valuable 

technique for flood inundation modelling in other streams with similar river-bed and hydrological conditions. 

1. Study area

The geographic location of Xerias watershed is in Thessaly region, located between latitude 39°20'0" to 

39°28'41" N and longitude 22°49'22" to 23°03'15" E. Xerias upper watershed is about 71 km2, while the total 

watershed is approximately 120 km2. Elevation ranges from 0 to 1600 m and the mean annual precipitation is 

about 700 mm. Forested and semi-natural areas cover most of the watershed area. The lowest part of Xerias 

stream passes through the suburban and urban areas of Volos city. The length of the test site for the 

development of the roughness estimation methodology is about 2.2 km and the length of the remaining reach 

to the sea is approximately 6 km. During the flash flood event of October 2006 several infrastructures were 

damaged and a part of the city was flooded. 

2. Methods–Results

Several methodological approaches have been followed for the river flood modeling application: 1) fieldwork 

for data collection with Unmanned Aerial Vehicle (UAV) and grid sampling, 2) grain size classification based 

on local entropy values, 3) twofold validation of the grain size classification methodology, 4) generation of the 

spatial distributed roughness coefficient maps, 5) evaluation of selected roughness coefficient values based on 

flood extent data, 6) application of the methodology for the entire stream reach, 7) validation of the flooded 

area based on non-conventional flood data. 

2.1. Field work 

The field work involves the topographical survey using UAV and the grid sampling. The UAV images were 

used to generate a high-resolution Digital Terrain Model (DTM) through photogrammetric analysis. The river-

bed materials were collected by using sampling frames of 1m2, applying the typical grid sampling method. All 

perpendicular axes of the bed materials were measured using a digital caliper. The values of the measured axis 

of all materials (11 sample grids) were used to estimate the grain size-frequency distributions and the 

estimation of the typical predefined diameters such as D50, D65, D84 and D94. 

2.2. Grain size classification using UAV images 

Initially the orthophoto mosaic derived from the field survey was converted from RGB (Red, Green, Blue) to 

HSV (Hue, Saturation, Value), HLS (Hue, Lightness, Saturation), and Intensity bands. Then, various pixel-

based image analysis methods were explored for substrate classification included several supervised and 

unsupervised classification methods. In particular, the Maximum Likelihood Classifier (MLC), K-Means and 

the ISODATA algorithms were examined to recognize the dominant existing sediment classes of the 

orthophoto mosaic, spatially clipped at main river-bed's boundaries. Subsequently, Object-Based Image 
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Analysis (OBIA) techniques were tested for river-bed segmentation. Finally, the image texture measure of 

entropy has been proven the most sufficient -among other object features- to map surface grain size in bed 

rivers. Thus, in this study, the band of entropy was reclassified to interpret the grain size classes along the 

Xerias stream. The proposed methodology was validated twice; initially by using 240 random points equally 

distributed across the sampling grids and checking their correct or not classification and then by comparing 

the estimated area percentage of the field measurements with the generated surface grain size classified map. 

Results showed that the proposed method can be implemented for semi-automated mapping of at least smaller 

grain size (sand-mud, cobble, gravel) with an error of ±35% (first validation) and ±48% (second validation) at 

a spatial resolution of 1.3 cm. 

2.3. Roughness coefficient estimation 

Since the typical estimation of roughness coefficient based on literature review and photographs can be 

subjective, grid sampling method and several empirical formulas were used to estimate Manning's n roughness 

coefficient. Details on the selected empirical formulas can be found in previous work (Papaioannou et. al., 

2017). Therefore, river-bed grain size frequency results combined with the empirical formulas provided a range 

of river-bed roughness coefficient values. The classification of the floodplain areas was based on detailed land 

cover data. Classified river bed and the land cover data combined with the estimated roughness coefficient 

values were used to generate the spatial distributed roughness coefficient maps. Four different roughness 

coefficient scenarios were generated to select the one with the highest accuracy for the flood inundation 

modelling of the entire stream. 

2.4. Hydraulic-Hydrodynamic modeling configuration 

HEC-RAS v.6.1 hydraulic-hydrodynamic model was used for the flood inundation modelling of Xerias stream 

reach of 2.2 km and the remaining reach length of 6 km that crosses Volos city. Several hydraulic modelling 

approaches (1D, 2D, 1D/2D) were tested and the prevailed one was used for river flood modeling of the entire 

stream. Many model parameters and other configurations were determined based on the HEC-RAS user 

manual (Brunner and CEIWR-HEC, 2021). The high-resolution UAV-DTM was used for the river and riverine 

geometry determination. The inflow hydrograph used in this analysis was based on the Clark Instantaneous 

Unit Hydrograph methodology. Further details on the flood-hydrograph can be found on the work of 

Papaioannou and associates (Papaioannou et al., 2016). All bridges within the study area were configured as 

structure type bridges. The evaluation of the results of the upper part (2.2 km) of Xerias stream were based on 

contingency tables and the following two skill scores: 

𝐹1 =
𝐴

𝐴+𝐵+𝐶
        (1) 𝐹2 =

𝐴−𝐵

𝐴+𝐵+𝐶
 (2) 

A is the correctly predicted flooded area (hits), B is the flooded area false prediction (false alarms), C is the 

flooded area that is not predicted by the model (misses). Several conventional and non-conventional data 

retrieved from previous work of the authors (Papaioannou et. al., 2019) were used for the validation of the 

flooded areas within the city of Volos which concerns the river flood modelling of the entire Xerias stream. 

2.5. Hydraulic-Hydrodynamic modelling application-results 

According to the initial analysis of river flood modeling at the upper part of Xerias stream, the two-dimensional 

(2D) model provided the best results compared with the results of the other modeling approaches. The second 

best results have been acquired for the coupled (1D/2D) modelling approach. The highest estimated roughness 

coefficient values provided the optimum results based on the F1 and F2 scores. Results derived from the river 

flood modeling of the entire stream reach are in a good agreement with the conventional and non-conventional 

flood-related data. The proposed framework provides a methodological approach that reduces the uncertainty 

involved in Manning’s n roughness coefficient determination. 
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ABSTRACT 

With a length of 945 kilometres and a total area of roughly 97,000 km2, the Sava has the second-largest sub-

basin of the Danube and within Southeastern Europe, the Sava is the longest river with the largest river basin. 

The Sava River basin spreads across parts of Slovenia, Croatia, Bosnia and Herzegovina and as well Serbia.  

In this study the daily discharge values for the 1961-2020 period for six stations located on the Sava River 

were used. The sixty-year time span provides reliable results taking into account that the average record length 

recommended by the WMO is 30 years. For the extraction of high discharge values, the peaks-over-threshold 

(POT) method was applied with the threshold levels set at the 90th percentile. A minimum time span of 15 

days between two consecutive peaks was applied to achieve independence between two successive events 

(Mallakpour and Villarini 2015, Mudelsee 2020). For the inspection of time-dependent flood occurrence rates 

and assessment of significant changes, a kernel estimation was applied with confidence bands.  A Gaussian 

kernel function, K, was applied to weight observed flood dates, T(i), i = 1,…, N (number of floods), and 

estimate the occurrence rate, λ, at time t as: 

λ(𝑡) = ∑ 𝐾𝑖 ((𝑡 − 𝑇(𝑖))/ℎ). (1) 

Cross-validation was used to selection the bandwidth (h = 10 years). Confidence bands (90%) around 𝜆(𝑡) 
were determined using a bootstrap resampling technique. This procedure was repeated 2,000 times, and a 90th 

percentile-t confidence band calculated. Additionally, a trend analysis was performed in the study. Many 

authors have highlighted the necessity of using a dependable nonparametric stationary test for trend detection 

(Cassalho et al. 2018). Among many available tests, the Mann-Kendall (MK) test (Kendall, 1975) is the most 

frequently used for the detection of trends in hydrological and climatological time series (Leščešen et al. 2022). 

In this study, the MK test was applied at a significance level of 0.05. 

Fig. 1. Occurrence rates (solid lines) of Sava River floods at three representative stations (Litija and Sremska Mitrovica) for flood magnitude 

1 with bootstrap 90% confidence band (shaded). Kernel estimation using bandwidth of 10 years is applied to the flood dates. For more details 

on the statistical methodology, see Mudelsee (2020). 

Figure 1 shows estimated occurrence rates of Sava River floods at Litija and Sremska Mitrovica stations.For 

both stations, we found a clear decrease in the occurrence of magnitude 2 events by the end of the 1990s, which 
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was followed by an increase for both magnitudes 1 and magnitude 2 events. The difference in occurrence rate 

between stations is likely due to the orographic and climatic differences between them. Litija is located in a 

predominantly mountainous part of the basin and thus under the influence of an Alpine pluvial-nival regime, 

while Sremska Mitrovica is located in the Pannonian basin with moderate continental climate and under the 

influence of the Pannonian pluvial-nival regime. 

The results of the trend analysis are presented in Table 1. Negative discharge trends in the upper and middle 

parts of the basin can be contributed to the decreased amount of snowmelt over the Dinaric mountains that 

represent the main water input from the right-side tributaries of the Sava River. This has a significant influence 

on the regime of the Sava River downstream of Zagreb station (Čanjevac et al., 2018). 

Table 1. Results of the trend analysis for six selected gauging stations in the Sava River basin. 

Station Linear trend equation 
Mann-Kendall test results 

Trend Significance 

Litija y = -0.0028x + 731.49 0.000 0.962 

Šentjakob y = 0.2255x + 429.5 0.269 0.149 

Čatež y = 0.0802x + 1235 0.017 0.881 

Zagreb y = 0.6904x + 1207.1 0.471 0.155 

Županja y = -0.1785x + 3825.9 0.000 0.800 

Sremska Mitrovica y = -0.1785x + 3825.9 0.000 0.800 

These negative trends can likely be attributed to regional warming as well as to the low-frequency oceanic 

processes which further can cause the decline in precipitation and increasing evaporation in the basin. 

Presented results are in agreement with the results of other authors (Blöschl et al., 2019; Leščešen et al., 2022). 
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ABSTRACT 

Floods are expected to increase in frequency and magnitude on average in Europe (Alfieri et al., 2015). 

Therefore, hydrological dam safety may also decrease in the future, as floods are the main hydrological load 

in dams. In a previous study, the impact of climate change on expected maxima reservoir water levels was 

quantified at the Eugui Dam (Spain). However, this study focuses on the impact of climate change on the 

outflow discharges at the Eugui Dam (Spain), also quantifying the expected changes in direct flood losses in 

buildings in the Metropolitan Area of Pamplona located downstream of the dam. 

1. Data and Case Study

The case study is the River Arga that crosses the city of Pamplona in Northern Spain with a catchment area of 

about 510 km2. The Eugui Dam is upstream Pamplona with a catchment area of about 69 km2 (Figure 1). 

Fig. 1. a) River Arga catchment upstream to the city of Pamplona in Northern Spain and Eugui reservoir in its river catchment. b) Location 

of the River Arga catchment in Spain. 

Rainfall, temperature and streamflow data in the period with observations (13 years) were used for the 

calibration of the hydrological model (see next section). Climate projections of rainfall and temperature are 

supplied by 12 climate models (Garijo and Mediero, 2019) in two emission scenario (RCP 4.5 and RCP 8.5) 

and three time windows (2011-2040, 2041-2070, and 2071-2100). 

2. Methodology

The methodology is divided into six parts: i) estimates of expected inflow hydrographs in the Eugui Reservoir 

in the future; ii) assessment of the impact of climate change on expected initial reservoir water levels at the 

beginning of flood events in the future; iii) stochastic procedure to combine the probabilities of inflow 

hydrographs and initial reservoir water levels in the future, simulating flood routing in the Eugui Reservoir; 
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iv) assessment of the uncertainty sources in the procedure; v) two-dimensional (2D) hydrodynamic modelling

of fluvial floods generated by the River Arga in Pamplona; and vi) assessment of flood damages in Pamplona.

Expected changes in flood quantiles for the River Arga in Pamplona were obtained in Lompi et al. (2021), 

using climate projections as input data of the RIBS event-based and fully-distributed hydrological model 

(Garrote and Bras 1995a). Daily reservoir water levels expected in the future are obtained combining the HBV 

continuous hydrological model, to simulate future daily inflow discharges in the Eugui Dam, with a reservoir 

operation model, to obtain daily outflow discharges and reservoir water levels. The HBV model (Bergstrom 

1992) and the reservoir operation model are calibrated with 13 years of observations. The minimum number 

of simulations required to reach a given threshold (Th) in the model error is obtained. Th is measured with two 

objective functions: (i) Reff for HBV, that measures the model efficiency (Th>0.85, as a perfect calibration 

corresponds to a Reff value equal to one), and (ii) Root Mean Squared Error (RMSE) for the reservoir operation 

model (Th<1.5 m, as a perfect calibration corresponds to an RMSE value equal to zero). 

The stochastic procedure generates 10.000 random initial reservoir water levels and inflow hydrographs with 

a 15-minute time step for each scenario. Flood routing in the reservoir is simulated using the Volumetric 

Evaluation Method (VEM), obtaining 10.000 maxima reservoir water levels and outflow discharges. Delta 

changes of maximum outflow discharge quantiles are considered as the ratio between the outflow peak 

discharges in the future and in the control period for a given return period. Delta changes greater than one will 

point to an increase in expected outflow discharges in the future. Uncertainty in estimates of rainfall delta 

changes, inflow hydrographs supplied by the RIBS model, and reservoir water levels, associated to HBV model 

biases, are considered. The uncertainty chain assessment provides the median values of the future outflow 

discharges with its confidence interval represented by six percentiles (5th-95th, 10th-90th, and 32th-68th). 

The median values of expected maxima outflow discharges released by the dam in the future are summed to 

the expected natural contribution of the part of the River Arga catchment located downstream the dam, which 

is obtained with the RIBS model, for all the scenarios. Moreover, flood waves that travel from the dam to the 

city of Pamplona are routed with the Muskingum model. Water depths in the Pamplona Metropolitan Area are 

simulated with the 2D IBER hydrodynamic model (Bladé et al., 2014), that uses the inflow hydrographs by 

the Ulzama and Arga rivers upstream Pamplona. Finally, direct flood losses in buildings in Pamplona are 

estimated by using the SaferPlaces Platform (Mediero et al., 2022). 

3. Results and discussion

The results show an increase in the expected maxima outflow discharges released by the dam in the future due 

to the lamination of more increase inflow event in the future. Particularly, delta changes of maxima reservoir 

water levels are greater than one for all the return periods in the RCP 8.5, considering the ensemble of all the 

climate models, pointing to a decrease in the hydrological dam safety. Therefore, the results highlight an 

increase of the hydraulic risk in the future in the RCP 8.5, especially at the end of the century. These results 

are mainly driven by an increase in the overtopping probabilities for such a scenario, where seven of the 12 

climate models have an overtopping return period below 1000 years.   
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ABSTRACT 

Urban areas are experiencing an increasing level of flood risk mainly due to climatological and socio-economic 

factors. Novel approaches for supporting decision-makers in exploring different urban future configurations 

and developing adaptive strategy for urban flood risk management are therefore needed. A multi-step 

methodology based on participatory exploratory modelling approach, and in particular System Dynamics 

modelling approach, is used for this purpose. Reference is made to the Thamesmead case study (London), 

within the CUSSH1 and CAMELLIA2 urban regeneration projects.  

1. Introduction

Over the past century, traditional flood risk models extensively have taken into account uncertainty (i.e., in

model inputs, model parameters and model structure) using probability distributions and resulting in a

distribution of outputs around some “best-guess”. Decision-makers were claiming that the future can be

predicted thanks to the trust placed in the ability of traditional approaches to hypothesize future events (Maier

et al., 2016). Indeed, assuming that the future is fairly closely related to the past is the basis of classical statistics

and probability analysis. This assumption works when the evolution is slow, system elements are not too tightly

connected and there are not too many Black Swans, i.e. events that lie outside the realm of regular expectations,

carry extreme impacts and are explainable only after the fact (Taleb, 2007). Besides, these approaches focus

exclusively on the phenomena, whereas the characteristics of the affected system – e.g., vulnerability, capacity

to react, etc. – are almost neglected. Climate changes are already affecting the forecasting reliability. Moreover,

assuming that flood risk assessment claims for assessing the urban system characteristics as well, the rapid

unforeseeable changes we are witnessing – e.g., migration flows, land use changes – cannot be ignored.

Within this context, starting from the results of traditional flood risk models, the intent of this research is to

use an exploratory modelling approach, such as System Dynamics (SD) modelling approach, to evaluate how

the system would behave under different assumptions enabling the development of adaptive strategies for

urban flood risk management (Kwakkel and Pruyt, 2015).

To increase the potential of the exploratory modelling, the research activity uses a participatory approach,

integrating both scientific and stakeholder knowledge to further understand the uncertainty and complexity of

how different factors interact and act on the urban system under flood risk (e.g., Moallemi and Malekpour,

2018). Specific reference is made to the one of the case studies of the urban regeneration projects CUSSH and

1 https://www.ucl.ac.uk/complex-urban-systems/ 
2 https://www.ucl.ac.uk/complex-urban-systems/ 
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CAMELLIA, namely Thamesmead (London), a former inhospitable marshland vulnerable to different types 

of flooding mechanisms. 

2. Methodology

The work intents to develop an approach for: i) exploring different flood management scenarios; ii) identify

appropriate strategies to improve system resilience to flooding, using Nature Based Solutions (NBS) or hybrid

solutions (e.g., a combination of green, blue, and grey infrastructures); iii) identify co-benefits, i.e.,

environmental, social, and economic benefits that could be produced through the implementation of NBS or

hybrid solutions; iv) support the adoption of an adaptive approach to risk management, taking into account the

possible evolutionary paths of the investigated system. To this end, a multi-step modelling methodology is

implemented. It includes both a qualitative and quantitative phase using the participatory SD modelling

approach, i.e., a computer-aided approach for strategy and policy design (Pagano et al., 2019).

In the qualitative modelling phase available information (reports, exiting models, etc.) and the local stakeholder

knowledge (collected via semi-structured interviews and workshops) on flood risk and past flooding events in

the study area are integrated to build a Causal Loop Diagram (CLD) that relates the problem of flooding with

the main urban dynamics of the area. It is a qualitative SD model, i.e., a map of system feedback structure

useful for understanding the interactive relationships between different components within (and outside) a

system (Coletta et al., 2021). Then, Behaviour Over Time (BOT) graphs of some key system variables under

three different conditions (desired future, most likely future, feared future) are drawn by stakeholders and

hypotheses on both urban dynamics and policies implementation in the case of flooding are formulated

integrating the CLD narrative with BOT graphs. Starting from the developed CLD, the quantitative modelling

phase concerns the creation of a quantitative SD model, namely Stock and Flow model, related to the urban

flood risk analysis and the definition of flood mitigation/prevention measures. To choose the flood adaptation

strategy for the urban system, the model is integrated with the Dynamic Adaptive Policy Pathways (DAPP)

approach, which enables the development of a series of actions over time (pathways) and is based on the idea

of making decisions as conditions change, before severe damage occurs, and as existing policies and decisions

prove no longer fit for purpose (Hallegatte, 2009). This integration enables to i) identify, for each possible

configuration of the urban system (scenario), the actions that can address its vulnerabilities; ii) identify for

each action the Adaptation Tipping Point (ATP), i.e., the condition in which it fails; iii) subsequently choose

the most convenient sequence of actions (pathway) for the system.

3. First results and next steps

The first part of the methodology has already been carried out, while the second part is being completed.

From the application of the qualitative SD approach, it was possible to create a CLD on flood risk that i)

incorporates the complexity of how the three components of risk (i.e., hazard, exposure, and vulnerability)

interact in the urban system and ii) integrates the hydrological sub-system with other sub-systems (such as the

social, economic, and environmental). In addition, a set of flood risk prevention/mitigation measures, useful

in the near future for the implementation of the DAPP approach, was obtained.

Currently, the construction of the quantitative SD model is being completed; then the DAPP approach will be

implemented with the help of stakeholders to identify the flood adaptation strategy for the study area.
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ABSTRACT 

There is an increasing concern -worldwide- on the impacts that extreme events may have on Water Supply 

Systems (WSS). The need to guarantee the safe provisioning of water for basic health and hygiene needs, even 

during emergency conditions, is a key concern for decision makers and first responders. In this framework, the 

present work aims to collect and structure information related to real events, along with information derived 

from both the scientific and the grey literature, to develop a Decision Support System (DSS) for the selection 

of the most suitable emergency management measures for drinking water supply systems. The DSS, therefore, 

significantly relies on ‘expert’ knowledge, which is being elicited from several Italian water utilities (WUs) 

through semi-structured interviews and is based on the use of Multi-Criteria Decision Analysis (MCDA) tools. 

It is meant to be used both by emergency managers for a first screening of potential measures to implement 

and by the Water Utilities to support the risk-mitigation-planning activities. 

1. Methodology

Several semi-structured interviews are thus being carried out with Italian water utilities (WUs) who have 

experience in emergency management, in order to identify (and weigh) the most important criteria affecting 

the decision process. The interviews are mainly based on a fixed structure that can be adapted to the 

specificities of each case being analyzed, but generally aim to collect the following information: i) a simple 

characterization of the event under analysis, including the type of hazard and its key characteristics (e.g., 

magnitude, duration, main impacts on the population and on the built environment/other infrastructures); ii) 

characterization of the main impacts of the event on the WSS and on the levels of service; iii) site description; 

iv) overview of the infrastructural systems (main features and state); v) description of the measure(s) adopted

to deal with the emergency, and of the criteria and sub-criteria that influenced the decision process. With

specific reference to the items i) and ii), the weight given to criteria and sub-criteria is significantly case-

specific. For this reason, properly characterizing the specific ‘emergency type’ under investigation is crucial,

and fundamental also to deriving general and replicable guidelines. Regarding the item v), the information

provided by the WUs are then integrated with recent scientific evidence on the topic, such as Mazumder et al.

(2018), Salehi et al. (20918), Ghandi and Roozbahani (2020). The following Table 1 provides a summary of

the main criteria and sub-criteria that are considered in the decision process, which is based on a AHP

(Analytical Hierarchical Process) model. Full details on the model are included into Pagano et al. (2021).

For the purpose of the present work, a common classification of the emergency types has also been proposed, 

starting from a work by Bross and Krause (2021), but also considering the evidence from the interviews. The 

main elements that are being considered in the present work for characterizing an emergency type are: i) the 

water quality; ii) the water quantity (availability) in the short, medium and long term; iii) the level of 

functioning of the existing infrastructural system; iv) the functioning of tanks/reservoirs; v) the state of other 

infrastructures (mainly power supply and transport). The characterization of general ‘emergency types’ should 

help avoid any specific reference to the hazard, rather focusing on its impacts on the WSS and on the level of 

service.  
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Table 1. List of the main criteria and sub-criteria 

Criteria Subcriteria 

Technical performances 
Durability and long-lasting performances, Flexibility of use, Improvement of water quantity, 

Protection of water quality, Structural improvement, Time for implementation 

Economic viability Initial cost, operation and maintenance costs, Opportunity cost 

Environmental sustainability Need for natural resources, Environmental impacts 

Social acceptability 
Disruption time, Need for excavation, Perceived community benefits, Perceived effectiveness, 

Perceived health benefits, Potential impacts on the surrounding areas 

Local conditions 

Effectiveness with structural damages, Diameter reduction, Interaction with other infrastructures, 

Need for preliminary operations, Need for specific information, Need for specific 

materials/skills/resources, Previous experience, Suitability for complex sites 

2. Main findings

First, it should be remarked that all the WUs specified the need for effective emergency planning as a 

prerequisite for successful emergency management. To this end, the role of Water Safety Plans and the 

definition of internal risk management plans/procedures is crucial. Previous experiences with extreme events 

suggested that emergency measures (e.g., the use of water tanks or bottled waters) should be limited as much 

as possible and used for a very limited time span, because of the higher social and economic costs they have. 

The repair/rehabilitation of existing infrastructures, along with the use of alternative/temporary water sources 

is generally preferrable. Clearly, this is an option only if the existing infrastructure has not been extensively 

damaged by the event and the use of mobile tanks depends on the accessibility of the sites in the aftermath of 

the event. Depending on the emergency type, the role of some management/operational measures might 

become highly useful. For example, in case of drought (which can be to some extent predicted), several WUs 

were able to limit losses and to improve the WSS performance, e.g., including pressure regulating devices or 

enhancing the districtualization of the infrastructure, improving leak detection activities as well as 

maintenance, increasing awareness of users. Such measures may not be sufficient to deal with severe 

emergency conditions but can help improve the global resilience of the system in the long term. Some side 

impacts should also be carefully considered, such as the potential negative effect of frequent and significant 

pressure regulation on the state of old pipes and joints, and the potential contamination of water as a 

consequence of low pressure in the system. It should also be remarked that the previous experience with other 

events/measures as well as the personal knowledge or the immediate availability of materials and devices are 

often crucial determinants in the decision-making process. From the organizational point of view, some good 

practices are related to the definition of alliances and agreements for mutual support among neighboring WUs, 

the activation of agreements with local authorities, the digitalization of network information and models, the 

allocation of staff and resources for emergency operation. This holds true also with respect to external services 

(such as mobile water tanks) that should be established well before the occurrence of extreme events.  

3. Conclusions

All the information collected and used in the present work aims at providing decision-makers with a MCDA 

tool that can be used for a preliminary screening among multiple emergency management measures for water 

supply. Ongoing (and future) activities aim to further extend this research to a wider base of WUs in Italy and 

beyond in order to build reliable tools and guidelines for supporting structured and replicable decisions. 
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ABSTRACT 

In recent years, countries around the world have been hit hard by drought events that affect ecosystem health, 

biodiversity, food supplies, agricultural incomes, employment, drinking water supplies and energy production. 

As the risk of drought is increasing due to ongoing climate change the High-level Experts and Leaders Panel 

(HELP) on Water and Disasters has drafted a report as guidance for designing strategies and implementing 

actions to increase resilience against drought events. The guidelines are based on best practices and lessons 

learned from over 25 case studies across the world. Nature-based solutions and respecting ecological limits are 

key components for building resilience. To underpin these key principles, STARS4Water project is increasing 

the understanding of water resources availability under changing climate and the effectiveness of nature-based 

solutions to reduce drought risks and impacts on ecosystems, society and economic sectors.     

1. Introduction

According to different estimates at global level, at least 1.5 billion people have been directly affected by

drought this century, and the economic cost over that period has been estimated at $124 billion. However, the

real cost is likely to be many times higher because such estimates do not include much of the impact in

developing countries (UNDRR, 2021). Drought is also having a destabilizing effect on human livelihoods,

triggering widespread emigration in some regions. In a recent survey by the UN’s International Organization

for Migration (IOM), drought was cited by 21% of the respondents as a very important reason to leave, and by

an additional 18% as part of the reason to leave (IOM and UNCCD, 2019).

Within Disaster Risk Reduction (DRR) and water-related climate risks, much attention is paid to floods and

storm surges. However, droughts are among the most far-reaching yet most impactful natural hazards to both

nature and humanity. There is an urgent need for being better prepared for future drought events and the

international community is asking for guidance to design climate-resilient drought management strategies.

2. Approach

Over recent years, several international organizations have published reports drawing attention to droughts and

proposing new approaches to drought risk management (e.g., WMO & GWP, 2014; UNESCO, 2016; UNCCD,

2017, Browder et al., 2021). Together with international experts within the HELP community, we have

reviewed these approaches on how response planning and measures in relation to climate change are addressed.

We also have reviewed over 25 case studies from different climatic regions and socio-economic conditions

over the world to identify best practices and lessons learned. Key findings have been translated into guiding

principles for operationalizing climate resilient, integrated drought risk management and planning.

3. Results and Discussion

We have distinguished 12 guiding principles for building resilience against drought events due to changing

climate (Figure 1). Nature-based solutions (NbS) and respecting ecological limits are key for increasing

resilience to drought events, and it is identified as one of the principles. Freshwater is a finite and vulnerable

resource, essential to sustain life, the environment and economic development. Availability of water

resources is highly depending on the hydrological processes within a watershed. In return, the hydrological

processes are interlinked with the natural carrying capacity of ecosystems to regulate, retain, conserve and

recharge water to rivers, lakes and ground water aquifers. Therefore, it is essential to maintain natural water

flows and water-related ecosystems under different climate-hydrological conditions. NbS are crucial to

restore and manage the natural carrying capacity of watersheds and to increase the resilience against drought

events. Restoring the hydrography as a fundamental way of thinking can underlie many choices for NbS,
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including the combination of NbS for both droughts and floods. For effective implementation of NbS a good 

system understanding at a landscape scale as well as assessments based on monitoring and data analysis are 

valuable sources of information.    

Fig. 1. The HELP principles for drought risk management (Duel et al., 2022). 

By putting these principles in practice together when developing Drought Risk Management Plans 

significant progress to certain levels can be made in all regions and countries experiencing droughts, 

depending on the specific context. Outlining at an earlier stage the key interdependencies underlying the 

current risks and drought-related resilience, increases the chances of avoiding systemic changes and 

implementing effective solutions, including NbS.  
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ABSTRACT 

In response to the widespread social concern about the increasingly intense, frequent, and spatially widespread 

risks of drought, recent years have brought forth multiple studies aimed at identifying, systematizing and 

characterizing measures and actions to cope with droughts: from conceptual models to strategic proposals, 

policy reviews, compilations of evidence and a variety of analytical tools. Something similar happens with the 

Nature Based Solutions [NBS]. Following the European ambition of innovating with nature to achieve more 

sustainable and resilient societies, they are presented as a promising answer to the environmental and social 

stress caused by global change: climate adaptation, gaining security in the supply of water services, protecting 

against floods, and halting the loss of biodiversity and valuable ecosystems. There is a broad consensus that 

NBS can be a cornerstone for channeling public and private investment in the hydrological cycle towards the 

transition to a climate-neutral and sustainable economy, but progress needs to be made in understanding and 

quantifying both the costs involved and the multiple benefits derived. 

The research is framed within a technical assistance contract with the European Commission and is part of a 

comprehensive work package to provide technical support to the newly established Expert Group on Water 

Scarcity and Droughts. 

1. Introduction

The design of adaptation measures must be based on their capacity to address climate risks and increase the 

resilience of society and ecosystems, which are intrinsically linked. From this perspective, NBS seem 

particularly suited to jointly dealing with some of the foreseeable impacts of increasing climate hazard such as 

the consequences of extreme events on population and economic activity, favoring the progressive 

acclimatization of ecosystems to the new and changing conditions. 

As in any other Programme of action, determining the costs and benefits of the technical alternatives is 

essential to select the most appropriate set of measures for the natural conditions and social context, and to 

establish an adjusted financing model. However, this assessment is particularly complex in the case of NBS. 

For example, compared to the relative simplicity of calibrating the cost of building a new reservoir and 

allocating the regulated volumes to various objectives (flood safeguard and water available for specific users 

and the environment), there is the complexity of approximating the benefits and distributing the costs of a 

package of NBS with similar expected contribution in terms of water availability / flood protection. 

2. Objectives

The stated objectives of the assignment are: 

a) The assessment of the impact of adaptation measures/actions on the viability of economic activities and

their potential effects along the value chain.

b) An overview of climate adaptation measures/actions addressing drought, their immediate costs and

benefits and the future ones under increasing risk of droughts.

c) A summary of which measures/actions will be beneficial for (nearly) all fresh water using sectors by

decreasing their vulnerability to droughts.

Different climate scenarios and timeframes (such as 2030, 2050, 2100) should be presented. 
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3. Approach

The methodological approach starts with the compilation and systematization of the measures proposed so far 

to promote adaptation to climate change ─both NBS and other types─, together with a review of the various 

systems for classifying and characterising adaptation measures/actions. This task involves the assimilation, 

integration or unbundling of measures/actions as presented in previous references. 

In addition to the review of background documents, a specific assessment has been performed to get insight  

on the level of implementation of adaptation measures across Europe. This exercise is part of a broader research 

effort to achieve a better understanding of national drought policies covering all EU Member States. A team 

of international expert assessors have completed an assessment template after analysing available water and 

climate adaptation planning documents and conducting interviews with drought-responsible managers and 

stakeholders. 

The final step is the building of a catalogue of adaptation measures, classified under a common structure for 

their description to facilitate their comparison and integration in national or regional strategies, as well as the 

assessment of their costs and effectiveness, thus ensuring that the objectives are met. 

4. Expected results and initial discussion

The characterization model of the measures is not closed at the time of writing this communication but will 

include at least the following elements: name; basic description, classification under different systems; 

potential contribution to mitigate other climate risks; drivers, pressures, impacts addressed; economic sector(s) 

benefited; ecosystem services benefited; expected changes in land use and the landscape; success and limiting 

factors; costs (investment, operation & maintenance); expected benefits (direct, indirect); pre-evaluation of 

effects on EU environmental objectives (as set forth in the EU Taxonomy for sustainable activities); timeframe 

and scenarios. 

As already stated, approaching costs and benefits is probably the most critical and complex aspect of the 

characterization. Once the catalogue has been initially populated with costs data from background documents, 

different strategies will be used for completing data gaps including further literature and web research on 

specific measures/actions, deeper analysis of water planning documents and interviews with experts / 

practitioners. The assessment of benefits may be even more challenging. The Project PESETA by the Joint 

Research Centre has already developed an assessment framework by using the LISFLOOD hydrological and 

water use model to simulate the annual minimum river flow as drought hazard indicator, whilst the Water 

Exploitation Index Plus (WEI+) is used as an indicator for water scarcity. Considering that the main effect of 

drought mitigation measures must be the reduction of the imbalance between water resources and demands 

─under normal conditions and during drought episodes─, the benefits derived from the measures/actions must 

be linked to the magnitude of this reduction and the damaged avoided for the water users and the environment. 
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ABSTRACT 

The provinces of the South of Angola are suffering a severe drought from the weak rainy season in 2012/2013 

until now. Intermittent rains during this period brought some relief but were not enough to instigate a recovery. 

Some areas in southern Angola, as well as other parts of southern Africa, recorded the driest season in 35 years 

in 2015/2016, a peak of severity linked to the El Niño effect. 

Angola tackles drought under a crisis management approach (Serrat-Capdevila et al., 2022). These methods 

do not solve the long-term problems, but they have traditionally avoided the worst social impacts by 

diminishing the pressing emergencies. Consequently, there is an evident need to move from crisis management 

to risk management and resilience building, especially in the rural areas of the southern provinces. Previous 

work has mapped and characterized the drought vulnerabilities of communities in the Center and South of 

Angola, learning about their access to safe water, and exploring sustainable rural water supply options to 

improve drought resilience (Limones et al., 2020; Serrat-Capdevila et al., 2022). Depending on resource 

availability, topography, soils and geology, different options for water supply and storage infrastructure can 

be considered for further analysis across the most vulnerable areas identified. In case surface water or shallow 

or intermediate groundwater is not available in sufficient quantities, the use of Nature-based solutions for 

managed aquifer recharge should be considered. In the drylands of the southern Benguela and Namibe 

provinces, for example, where bedrock is close to the surface and significant amounts of sandy sediment are 

available, the potential for constructing sand dams needs to be explored. Sand dams are barriers built along 

ephemeral streams that create small reservoirs filled in trapped sand, which in turn stores water in the pores 

(Lasage et al., 2015).  

Although some colonial structures are serving as such, sand dams projects have not been documented in 

Angolan drylands (Ritchie et al., 2021; Serrat-Capdevila et al., 2022). Transferring water harvesting solutions 

like sand dams, widespread in other dry regions like the Horn of Africa and some parts of India, for example, 

to other areas of the world, could help creating additional reliable water resources and water points along 

ephemeral streams and expanding communities’ water and food security. 

However, finding an adequate location for the dam, both from the water harvesting point of view and from the 

community engagement point of view, is essential to guarantee usefulness, effectiveness and sustainability of 

the technology. Local communities’ habits, perceptions and knowledge must be included in the siting phase to 

avoid misplacement or conflicts. 

1. Objectives and approach
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This work draws on mixed-methods for sand dams technology siting, connecting the conventional top-down 

geographic and bio-physical analysis with bottom-up participatory research and field validation. The analysis 

focuses on and discusses about several aspects: 

• The study defined some landscape, hydrological and geomorphological principles to follow for water

resources development in arid and semi-arid lands of the region by compiling the necessary baseline

information for informed decision making: a comprehensive medium to high resolution data of climate,

terrain, geology, geomorphology, soil composition, NDVI and socioeconomic features was put together.

Obviously, the selection of the geospatial information to compile depends on the method implemented to

support decision and, at the same time, the method is conditioned by data quality and availability. The state

of the art and the general situation regarding wadi water resources assessments and modelling was assessed

through a scientific literature review and an evaluation of previous similar efforts. The authors developed a

straightforward GIS methodology -based on multicriteria analysis and overlay of the available raster and

vector thematic maps- for water resources assessment and development of wadis, which yielded a

preliminary set of potentially suitable points or river sections with capacity for the construction of small-

scale managed aquifer recharge at the community level.

• This process was followed by field inspection for calibration of the model. It involved the selection of 18

random analysis points from the preliminary set of suitable locations. One of the purposes of the field

assessment was to check whether the dimensions of the selected stream order correspond to stream

dimensions and hydrological conditions which are feasible for the construction of small to medium size sand

dams. Field inspection was also essential to verify the morphological parameters and geometric features of

the selected site, particularly regarding stream bed width, valley width, including terraces if they exist, banks

height and presence and condition of basement outcrops in them, dam section profile, and stream slope, in

order to assess the magnitude of the reservoir created. The field analysis provided invaluable inputs to adjust

the GIS model and to judge how far such a desk analysis can reach in terms of capturing the site-scale

requirements. Consequently, the authors reflect on limitations, challenges and opportunities, developing a

reference methodology for field validation of sand dam sites, and guiding on how the preliminary geographic

and bio-physical GIS model should be taken with caution and systematically incorporate feedback from the

field.

• In this same vein, siting must be guided by constant consultations with local residents about the infrastructure

best suited to their needs, possible alternatives and the planning and governance arrangements necessary to

ensure sustainable functionality. This work discusses about the timing and context in which such debates are

adequate, and proposes a systematic qualitative approach that has been tested in several communities of

Benguela and Namibe, based on a developed semi-structured interview questionnaire for key informants and

focus group discussions, ensuring inclusive representation. This part of the analysis brings crucial knowledge

on water availability, wadi water use and needs based on participants perception that cannot be obtained

otherwise, and reveals a set of main themes and issues related to water security in the area. Based on the

community-specific water-related problems, the authors identified the main socio-economic conditions to

account for during the siting on a sand dam, which also feed, calibrate and enhance the GIS suitability model.

The authors drew on the Benguela and Namibe case to propose a generic approach to larger-scale

participatory siting beyond the study area.

By advancing in these topics, this work is supporting the Government of Angola and donors in their efforts to 

develop a program of interventions to enhance water security in the South of Angola. 

Acknowledgements  

The work was developed within the context of these two projects: 

• “TransAgua: valorização das boas práticas dos pastores transumantes em gestão dos recursos hídricos e adaptação às

mudanças climáticas”, funded within the FRESAN Program, by the Istituto Camões – Instituto da Cooperação e da Língua.

• The “Drought Resilience in the South of Angola Project” by the World Bank Water Global Practice and the Korean Green

Growth Trust-fund, aimed at prioritizing water resources mobilization responses to the drought in the south of Angola.

References  

Lasage, R., Aerts, J.C.J.H., Verburg, P.H., Sileshi, A.S. (2015) The role of small scale sand dams in securing water supply under 

climate change in Ethiopia. Mitig Adapt Strateg Glob Change 20, 317–339.  

Limones, Marzo-Artigas, Wijnen, Serrat-Capdevila (2020) Evaluating drought risk in data-scarce contexts. The case of southern 

Angola, Journal of Water and Climate Change, 11 (S1). 

Ritchie, H., Eisma, J.A., Parker, A. (2021) Sand Dams as a Potential Solution to Rural Water Security in Drylands: Existing Research 

and Future Opportunities. Front. Water 3. 

Serrat-Capdevila, A., Limones, N., Marzo-Artigas, J., Marcus, W., & Petrucci, B. (2022) Water Security and Drought Resilience in 

the South of Angola. World Bank Publications. 

226



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

Determining Nature-based Solutions and Key Performance Indicators to 

address Water – Ecosystem – Food Nexus Challenges in Pinios River Basin, 

Greece 

Dimitrios MALAMATARIS1, Konstantinos BABAKOS2, Anna CHATZI3, Andreas PANAGOPOULOS4, Evangelos 

HATZIGIANNAKIS5, Vassilios PISINARAS6 

1,2,3,4,5,6 Soil and Water Resources Institute, Hellenic Agricultural Organization “DEMETER”, Sindos, 57400, Greece 

email: d.malamataris@swri.gr 

email: k.babakos@swri.gr 

email: a.chatzi@swri.gr 

email: a.panagopoulos@swri.gr 

email: e.hatzigiannakis@swri.gr 

email: v.pisinaras@swri.gr 

ABSTRACT 

Limited water availability along with the increasing pressures on protected natural ecosystems, and the 

increasing agricultural productivity cost in most of the Mediterranean area, dictate addressing the main needs 

and challenges within the framework of the Water - Ecosystem - Food (WEF) Nexus. The concept of Nature-

based Solutions (NBS) could manage Nexus challenges, providing new approaches to ecological and social 

adaptation. Impacts of NBS interventions need to be measured and assessed following a concrete impact 

evaluation framework. In this study, the main Nexus challenges of two water-stressed agricultural sub-basins, 

namely Agia and Pinios River Delta, in Central Greece, were identified in the framework of the PRIMA 

LENSES project and used as pilot areas. The most appropriate NBSs to increase the socio-environmental 

resilience of the pilot areas were also determined and presented along with the relevant indicators which could 

be utilized for measurement of their efficiency. 

1. Introduction

Agia watershed which is the core of the Pinios Hydrologic Observatory (PHO) and Pinios River Delta (PRD) 

are situated in Pinios River Basin that constitutes the most productive agricultural plain of Greece. Agriculture 

accounts for more than 90% of total water consumption, while the unsustainable approaches of natural 

resources management have resulted in significant groundwater heads decline and seasonal, at least, failure to 

preserve ecological flow at rivers, posing a significant threat to environmental sustainability and food security 

(Pisinaras et al., 2018). The importance of developing NBS was recently recognized, considering their 

contribution to both environmental and socio-economic resilience. Effectiveness of NBSs in terms of 

associated improvements could be measured using appropriately derived Key Performance Indicators (KPIs). 

2. Materials and Methods

2.1. Challenges identification 

The key needs and challenges faced across the PHO and PRD were identified and framed through personal 

interviews that were carried out with stakeholders, representing all the different institutional levels and Nexus 

sectors, i.e. water, ecosystem and food. 

2.2. Nature-based Solutions determination 

The most appropriate NBSs for the pilot areas were determined and proposed based on the classification 

scheme developed in the framework of the EU funded ThinkNature project (Somarakis et al., 2019), which 

constitutes a state-of-the-art guide of NBSs, which provides, amongst others, an extensive list of efficient 

solutions of different primary objectives or functions and levels of ecosystem intervention. 

2.3. Key Performance Indicators selection 

Aiming at assessing the performance of different types of NBSs in terms of supporting the delivery of 

ecosystem services and increasing the resilience of the pilot areas against Nexus challenges, KPIs derived from 

the relevant EC Handbook for practitioners (Dumitru & Wendling, 2021) were selected. 
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3. Results and Discussion

The main challenges identified in the pilot areas relate to the over-exploitation of surface and groundwater 

resources, and the low implementation of environmental-friendly agroecological practices. The most 

appropriate NBSs were selected for both pilot areas to optimize the WEF Nexus, contributing to more than 

one Nexus components and related challenges. NBSs were selected with the aim to improve water resources 

management and increase soil organic matter along with the enhancement of soil hydraulic properties. The 

most suitable KPIs for each different NBS were selected, as illustrated in Figures 1 & 2. 

Fig. 1. Nexus challenges – NBS – KPIs interrelation in Agia watershed. 

Fig. 2. Nexus challenges – NBS – KPIs interrelation in Pinios River Delta. 
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ABSTRACT 

Water has always been in demand on small islands. Traditionally, island communities have used a variety of 

approaches to address their water shortage like small reservoirs, wells, cisterns, etc. Among the various technics, the 

construction of stone weirs along the riverbeds of seasonal streams were of common practice. A number of small 

weirs were constructed in 1300 meters of Kavouropotamos stream (Paros Island), based on existing knowledge 

and experience from Naxos and Kythera islands. These green infrastructures increase water percolation and 

enrich the aquifer and at the same time provide water for the adjacent farmlands, while also help maintain 

water during the dry summer period, thus creating small biodiversity oases for flora and fauna. The significance 

of stone weirs for biodiversity and the aquifers will be shown through a monitoring process.  

1. Introduction

Mediterranean Basin has been pointed out as one of the climate change hotspots, and impacts are expected to 

be more severe than many other areas of the world (IPPC 2013). Especially islands are among the most 

vulnerable places while human activities and especially tourism put extra pressure on environmental assets. 

Specifically, water has always been in high demand, however now, water scarcity emerges as one of the most 

challenging topics in the area (EEA 2015). Besides humans, water shortage can also have a high toll on 

biodiversity, while the fact that Mediterranean islands are hotspots of global biodiversity creates also a big 

challenge for any conservation strategy (Vogiatzakis et al. 2016). 

To address water shortage, people used to build small stone weirs along the riverbeds of seasonal streams. 

These “deseis” or “anavathmoi” (some of the Greek names for the weirs) were small traditional infrastructures, 

constructed and maintained by farmers. This technique has been gradually abandoned, however since they 

were applied again in Naxos (early 1990s) and in Kythera (2020), their significance has once again come up 

in the discussion.  

The purpose of the project is to document the impact of weirs to both water scarcity and biodiversity, by 

constructing a number of them to a seasonal stream in Paros Island and monitoring the changes in water 

retention, vegetation, and species diversity.    

2. Planning and construction phase

Kavouropotamos stream (i.e. the stream of the crabs) in Paros Island was selected for the construction of the 

weirs based on the following criteria: seasonality of water flow, geological data, ground inclination, proximity 

to existing roads, adjacent agricultural land, ability to cooperate with local citizen groups, and ability to secure 

data collection for the monitoring of the project.  
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Initially, the specific locations of the weirs were 

selected and a technical study was prepared and 

promoted to the relevant authorities in order to 

acquire all necessary permits. Following, three local 

stone masons along with their crews were selected 

based on their fine ability to use traditional 

techniques in their stone work. On early June 2022, 

a ten-day construction phase was started, at the 

beginning of which a four-day workshop was 

organised. During the workshop 16 people from all 

over Greece were trained on stone construction by 

the masons and the relevant engineers and architects 

of the project team. In total, 34 weirs were built on a 

total length of 1300 meters of the stream. For the 

construction local materials were used while the 

height of the weirs never exceeded 0,5m.  

3. Monitoring and expected results

Previous small-scale projects on the islands of Naxos and Kythera have shown significant results however, in 

both cases, outcomes were not monitored nor documented in a scientific way. In Paros Island, a pre and post 

construction monitoring system was designed, emphasizing on the impact of the stone weirs on i) the 

ecosystems and biodiversity of the area (flora and fauna diversity and abundance), and ii) aquifer’s water level. 

In regards to the biotic parameters, three field visits have already been made (Oct 2021, April & June 2022), 

focusing on qualitative and quantitative information for flora species and habitat types, bats, herpetofauna, and 

invertebrates (both terrestrial and freshwater). Information acquired from this first monitoring stage will be 

compared with the data collected during the three post construction field visits (Oct 2022, April & June 2023). 

A significant population increase of the freshwater crab Potamon  hippocrate  which is almost extinct in the 

area and the preservation of the Balkan Water Frog Pelophylax kurtmuelleri  will be considered a success if 

achieved. 

Changes in aquifer level are measured in a borehole at the boundaries of the Kavouropotamos watershed by 

the Water Supply and Sewerage Company of Paros. Water level measurements are also taken monthly from a 

private well located in close proximity to Kavouropotamos stream. 

Systematically documenting the benefits of the weirs’ construction in Paros Island will allow for a successful 

scaling up since the local and regional communities and authorities will understand the services that they 

provide and their importance to wildlife. 
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ABSTRACT 

In recent years, cities have been exploring and experimenting with a diversity of Nature-based Solutions to 

address a series of climate/weather related challenges. Underutilized roofs spaces have offered a good 

opportunity for greening with good examples from across the world. One of the most distinguished roof 

technologies have been smart Blue-Green roofs which make a significant contribution to flood management, 

heat mitigation and urban biodiversity. Amsterdam has recently completed the RESILIO program, with more 

than 10,000 square meters of such roofs developed in social housing and private buildings. This project funded 

by Urban Innovative Actions (the innovation arm of the European Regional Development Fund) demonstrated 

the climate co-benefits of the approach through extensive experimental monitoring work. The next step in the 

process is to make these innovative roofs standard practice; for this, decision makers will need to be sure of 

the roof’s ability to withstand droughts in the new contexts of implementation.  This is critical for upscaling 

further within the city and for transferr ing the approach to other European cities. 

1. Introduction

Several cities around the world are experiencing the impacts of climate change, including flash floods, higher 

temperatures, and an increasing drought frequency. Nature-based urban adaptation approaches have been 

proposed as effective adaptation measures (European Commission, 2021), yet they require extensive testing 

and evaluation before they can be up-scaled within a city or transferred to other cities. In this context, 

Amsterdam is experimenting with smart Blue-Green Roofs (BGRs), i.e. explores ways to maximize the 

adaptation potential of otherwise underutilized roof spaces. 

2. Approach

While BGRs have been recently implemented in the Netherlands, the approach followed in the RESILIO 

project goes a (significant) step further: the smart grid of roofs enables real time data exchange for dynamic 

water level control across multiple roofs. The blue layer underlying a roof can be controlled when to retain 

and when to release water ahead of a rainfall event. In forecasted large events, roofs will empty to increase 

storage capacity and reduce pressure to the sewer system. However, during smaller events, certain roofs can 

hold water which will be taken up later by the roof green just above through a capillary system. This is the first 

intercommunicating adaptive water management system of such type worldwide. Figure 1 shows 

schematically how a smart BG roof is designed. 

Beyond flood control and greening, BGRs offer thermal insulation to the building, thus contributing to the 

mitigation of the urban heat island effect (up to three degrees of temperature reduction), but are also designed 

for the delivery of ecological and amenity benefits. 
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Fig 1. Conceptual cross-section of a smart Blue Green roof (“RESILIO project,” 2022) 

3. Results and Discussion

While BGRs contribute to climate resilience of cities and buildings, the limits of their own resilience need to

be explored. How well can they provide their services during droughts? How to best manage them when

droughts are predicted? What greening options are most suitable to withstand droughts and how well do BGRs

perform in other climatic zones? This are critical questions to answer before upscaling and transferring the

technology. First results indicate that the intermittency of rainfall events as well as their intensity will largely

dictate how full/empty roofs are found. By extension, this will dictate the type of vegetation cover selection,

along with maintenance considerations. Figure 2 shows alternative vegetation options – choices that will

depend on cost, water saving concerns and landscaping aspirations. Careful co-design with the user

community, hydrology and ecology experts, and maintenance teams is recommended.

Fig 2. Example cross sections showing the different layers of three types of green roofs – different water demands in each case (source: Eva 

Drukker, Wageningen University & Research) (City of Amsterdam, Waternet, MetroPolder et al., 2022) 
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ABSTRACT 

Given the exposure of riverine bridges to more intense and frequent flooding events and the observed large 

floating debris (e.g. vehicles) in recent floods, this study presents a numerical investigation of the debris-flow-

structure interaction and associated loads. A multi-physics sophisticated modeling approach is used, in which 

a dam break-induced flow is simulated via particles, the debris and bridge via continuum elements, and the 

interaction of the different domains via penalty-based contacts. The preliminary results reveal that the large 

debris exerts on piers impulsive loads that are 6 to 10 times larger than the fluid forces, which highlights the 

need to (i) consider such scenarios in the design and risk assessment of riverine bridges, and (ii) develop 

appropriate mitigation strategies in order to improve the resilience of transportation networks. 

1. Introduction

Bridges play a critical role in the economic prosperity of communities as components of transportation 

networks. However, oftentimes they are exposed to water hazards and extreme flooding events that jeopardize 

their integrity. For example, the failure of the Spencer Creek Dam in Nebraska in 2019 after heavy rains, 

generated extreme flows downstream that led to the washout of several riverine bridges due to large hydraulic 

loads. In addition to the fluid loads, past studies demonstrated that bridges are exposed to debris loads from 

accumulated logs (Parola et al, 2020), increasing further their vulnerability. Moreover, recent work in other 

relevant fields, e.g. tsunami inundation, demonstrated the critical effect of large floating debris, such as, 

containers, for coastal bridges (Istrati et al., 2020). Given the fact that in recent floods in Germany many 

vehicles and other large objects were seen floating and taken away by the extreme flows, which could indicate 

a potential impact on downstream structures, the objective of this study is to conduct a preliminary assessment 

of large debris effects on riverine bridges exposed to extreme flood events via advanced numerical modeling. 

2. Multi-physics Numerical Model

Investigating numerically the effects of large debris on structures particularly during dam break-induced 

extreme flows is quite challenging due to (i) the transient flow and formation of a turbulent bore right after the 

dam, (ii) the nonlinear debris-fluid interaction with large displacements during the floating phase, (iii) the 

complex contact between the debris, the flow and the bridge, and (iv) the dynamic response of the structure. 

To overcome these challenges the authors used a multi-physics modeling approach, in which the fluid is 

simulated via the Smoothed Particle Hydrodynamics Method (SPH), while the debris, the bridge and the 

channel are simulated via the Finite Element Method (FEM), as shown in Fig. 1. 

Fig. 1. Sketch of numerical flume and SPH-FEM parts (left) and selected snapshots of the debris impact process on the bridge pier (right) 
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The fact that both the fluid and the structural parts are represented via Lagrangian methods enables the 

simulation of the interaction of the different parts via penalty-based nodes-to-surface contacts (fluid-to-solid) 

and surface-to-surface contacts (solid-to-solid). More information about the modeling approach can be found 

in Hasanpour et al. (2021). This approach is first validated against the experimental data of Shafiei (2016), 

which simulated the three-dimensional impact of a disc and a container on a square prism 0.3m wide and 0.6m 

tall, corresponding approximately to a 1:20th scale of real-life dimensions. In those experiments the extreme 

flow was generated via a dam break mechanism, i.e. sudden opening of a reservoir gate. Furthermore, the 

flume was 14m long, 1.2m wide and 0.8m deep and the reservoir was 11m x 7.3 x 0.6m, and the authors 

investigated only dry conditions (water depth d=0 at bridge location), which means that the debris was resting 

on the ground before the opening of the gate. Following the successful validation of the SPH-FEM approach, 

the numerical tank was increased in length in order to increase the volume of water in the reservoir and enable 

the investigation of wet conditions (d>0) without the boundary conditions at the outlet to affect the results. In 

this new parametric investigation, the disc debris was replaced by a simplified rectangular box with scaled-

down dimensions (length, width, height) and weight of a vehicle, while the structure was a box-girder bridge 

superstructure (1.2m x 0.5m x 0.1m) supported on a square pier 0.2m wide with a variable height in order to 

compare different scenarios. The reservoir level was between 0.4m and 0.6m, which at full-scale corresponded 

to the upper limit of a ‘small dam’ according to the classification of the US Army Corps of Engineers (USACE, 

1979). The final numerical model had a 1cm particle and mesh size and had 3.7million elements. 

3. Results and Discussion

Figure 2 presents numerically predicted time histories of the debris displacement and velocity, and, the total 

forces on the pier. These preliminary results give an insight into the debris movement and debris-flow-pier 

interaction. For example, it can be observed that in the case of no initial water at the pier location (d=0), the 

flood-borne debris accelerates faster and reaches larger impact velocities than the cases with an initial water 

depth (d>0), making the former a more critical scenario for the safety of the bridge. Moreover, in the latter 

cases the debris seems to slow down before the impact on the pier, which could be potentially attributed to the 

larger amount of water that is ‘trapped’ between the debris and the pier and the reflection of this water on the 

pier. Irrespective of the flow conditions, the most important finding of the study is that the large debris 

generates impulsive impact loads on piers that are about 6 to 10 times larger than the fluid forces. Interestingly, 

for the cases with an initial flow height (d>0), multiple impulsive peaks can occur since the debris tends to 

remain in front of the pier for a longer duration, however, further investigation is required in order to decipher 

this complex phenomenon preferably with numerical models at full-scale. Last but not least, the study proves 

the feasibility of assessing the debris risk for bridges via a coupled SPH-FEM modeling approach. 

Fig. 2. Time histories of the debris horizontal displacement and velocity, and the total forces on the bridge pier 

Acknowledgements  

The authors acknowledge the Engineering Computing Team at the University of Nevada, Reno for providing computational support 

and resources that have contributed to the research results reported within this paper. 

References 

Hasanpour A, Istrati D, Buckle IG (2021) Coupled SPH–FEM Modeling of Tsunami-Borne Large Debris Flow and Impact on Coastal 

Structures. Journal of Marine Science and Engineering, 9(10), 1068. 

Istrati D, Hasanpour A, Buckle IG (2020) Numerical investigation of tsunami-borne debris damming loads on a coastal bridge”, 17th 

World Conf Earthq Eng, Sept. 27 – Oct. 2, 2021, Sendai, Japan 

Parola AC, Apelt CJ, Jempson MA (2000) Debris forces on highway bridges (No. 445). Transportation Research Board. 

Shafiei A (2016). Tsunami Inland Structures Interaction and Impact of Floating Debris, Doctoral dissertation, University of Auckland 

USACE (1979). Recommended guidelines for safety inspection of dams, ER 1110-2-106 26, Sept 1979 

234



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

An Integrated Hydrologic/Hydraulic Analysis of the Medicane "Ianos" Flood 

Event in Kalentzis River Basin, Greece 

Lampros VASILIADES1, Evangelia FARSIROTOU2, Aris PSILOVIKOS3 

1 Department of Civil Engineering, University of Thessaly, Pedion Areos, 38334 Volos, Greece 

email: lvassil@civ.uth.gr  

2,3 Department of Ichthyology & Aquatic Environment, University of Thessaly, Fytoko Str., 38446 Volos, Greece 

email: efars@uth.gr  

email: psiloviko@uth.gr  

ABSTRACT 

The flood event that occurred on September 18th 2020 in Kalentzis river basin due to the Medicane “Ianos”, is 

reproduced using an integrated hydrologic/hydraulic modelling framework to simulate the flood hydrograph 

and the flood extent in the greater area of Karditsa city. Extreme rainfall amounts observed in the mountainous 

and lowland areas, with estimated return periods of 1000 and 200 years, respectively, for rain duration of 24 

hours, are used to estimate areal precipitation at 15-min time interval at subwatershed level. Using the HEC-

HMS software and the Natural Resources Conservation Service (NRCS), Unit Hydrograph procedure 

simulated flood hydrographs, at important tributaries junctions, which were then applied in HEC-RAS 2D 

model for flood routing and estimation of flood attributes (i.e., water depths and flow velocities), as well as 

mapping of inundated areas.  

1. Introduction

Mediterranean Hurricanes or “Medicanes”, also known as tropical-like cyclones (TLCs), are extreme cyclonic 

windstorms morphologically and physically similar to tropical cyclones occurring in the Mediterranean Sea. 

Medicanes pose serious threats to human life and infrastructure, such as heavy rainfall and flooding, intense 

wind, lightning, tornadoes, high waves and storm surge (Romero & Emanuel, 2013). On September 17-20 

2020 Medicane “Ianos” impacted Greece and had caused significant wind damage, and precipitation related 

impacts that resulted in four fatalities and extended infrastructure damages and landslides in the Ionian Islands 

and in Central Greece (Lagouvardos et al., 2021). The objective of this study is to model and reconstruct the 

flood event caused by Medicane “Ianos” in Kalentzis River basin (with total basin area of 654 km2), using a 

CN-based unit hydrograph rainfall-runoff model and a 2D hydraulic/hydrodynamic model for flood routing 

and hazard mapping.  

2. Methodology and Results

A combined hydrological and hydraulic–hydrodynamic modelling approach is applied for flood inundation 

modelling and mapping at Kalentzis ungauged watershed. Figure 1 shows the study area with the important 

tributaries (Gavras, Karampalis, Kalentzis and Lipsimos rivers) with the selected discretization modelling 

scheme that includes 16 subwatersheds, six reaches and seven junctions. Rainfall data of five meteorological 

stations in the wider area at 15-min intervals are used to represent the spatiotemporal rainfall distribution of 

“Ianos” event and to estimate areal rainfall at subwatershed level. The hydrological approach is based on semi-

distributed modelling (at sub-watershed scale) of the rainfall-runoff process using the HEC-HMS software and 

the SCS-CN method for extracting the excess from the gross rainfall, and the unit hydrograph theory, for 

propagating the surface runoff to the subbasin outlets (further details of the methodology could be found in 

Papaioannou et al. 2018). Finally, the hydrographs derived from the hydrological model were used as inputs 

in the 2D HEC-RAS hydrodynamic model for flood inundation modelling and mapping. The DEM provided 

by the Greek National Cadaster and Mapping Agency S.A. (NCMA) with a resolution of 5.0 m was used and 

mapping results and all examined reaches were modelled with flexible mesh sizes (ranging from 9.10 – 900 

m2), roughness coefficient values based on CORINE land cover data (Büttner et al., 2017) and a computation 

interval of 2.0 s.  

Conventional and non-conventional flood data and impact records of the extreme flash-flood event that 

occurred on September 18th 2020 were used for the comparison of the simulated flood extent of the “Ianos” 

Medicane in the greater area of Karditsa city. Figure 2 illustrates the maximum water depths and velocities 
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and the estimated flood extent resulting from the rainfall-runoff and the hydrodynamic flood routing modelling 

processes. It is interesting to note that the simulated flood extent of Fig. 2 (estimated about 236 km2) is in close 

agreement with the observed flooded area estimated from Sentinel images by the Copernicus Emergency 

Management Service (EMSR465: Floods in Thessaly Region, Greece). Hence, the modelling procedure of this 

study could be expanded in a methodological framework to support flood hazard mitigation policies in the 

study area. 

Fig. 1. Kalentzis River basin with employed modelling components (selected sub-watersheds, stream reaches, junctions for flood inundation 

modelling and mapping). 

Fig. 2. Simulated flood extent and maximum water depths and velocities in Kalentzis River basin. 
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ABSTRACT 

To overcome the high computational cost of high-fidelity models, we developed autoencoder convolutional 

neural networks (CNNs) algorithms to reconstruct the first- and second-order statistics of turbulent flood flow 

in large-scale rivers. The training dataset for construction of the CNN models is obtained from large-eddy 

simulation (LES) results of the flood flow in a large-scale meandering river with several piers foundations. 

The developed CNNs are validated using separately done LESs of meandering rivers with different piers 

foundation configurations. The results show good agreement between the LES and CNNs predictions while 

the CNNs are several orders of magnitude computationally more efficient than LES. 

1. Introduction

Extreme flood flows could excessively erode the foundation of infrastrustures installed in the tream and cause 

disastrous hazards. The turbulence statistics such as time-averaged velocity and Reynolds stresses are crucial 

in the analysis of flood flow dynamics and sediment transport (Khosronejad et al., 2020). However, obtaining 

the high-fidelity flow field data of the turbulence statistics using numerical simulations is computationally 

expensive due to the large computational domain size and long sampling time. Therefore, in this study, we 

examined the potential of the convolutional neural network (CNN) in the reconstruction of the turbulence 

statistics from instantaneous flow field data. The results show the CNN predictions have a good agreement 

with the large eddy simulation (LES) results while the computational cost of the CNN model was only a small 

fraction of the LES. 

2. Methodology

2.1. Study cases 

To examine the performance of autoencoder CNNs in predicting turbulence statistics of flood flow, turbulent 

flow past wall-mounted bridge piers in three test cases are considered, as shown in Fig. 1. The rivers are 2110 

m (River 1) and 2740 m (River 2) in length, 100 m in width, and 3.3 m in depth. Virtual cylindrical bridge 

piers are 2 m in diameter and installed 25 m apart (River 1) and 33 m apart (River 2) at the apex of the river 

bends. Flows are from left to right. Turbulent flow field data are calculated using the in-house LES code 

(Khosronejad and Sotiropoulos, 2020). 

Fig. 1. Schematic of planforms of the virtual meandering rivers used for the training and validation of CNNs. 

 Case I is the training case. Case II and III are validation cases. 

2.2. Convolutional neural networks model 
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The autoencoder CNN model composed of six convolutional layers was used to reconstruct the test cases' 3D 

flood flow turbulence statistics. The inputs include snapshots of the velocity components in the instantaneous 

flow field generated by LES. The output is the time-averaged flow field, which includes time-averaged 

velocity, Reynolds stresses, and turbulent kinetic energy.  The CNN is trained using ten instantaneous flow 

fields of test case I at different time steps, and using 2000 epochs to converge. Then the trained model is 

validated using cases II and III. 

3. Results and discussion

The error between CNN predictions and LES results of test cases II and III are assessed using the mean absolute 

error (MAE) and the mean absolute relative error (MARE). Table 1 shows the two statistical error indices of 

the first- and second-order statistic results. �̅�, �̅�, and �̅� are time-averaged velocity components in streamwise, 

spanwise, and vertical directions, respectively. Ub is the bulk velocity of the flood flow. tke is the turbulent 

kinetic energy. The MAEs indicate that the CNN predictions have high accuracy in all the statistical properties, 

although the MARE of �̅� / Ub is relatively large because the vertical component has an infinitesimal absolute 

value. The tke contours and profiles shown in Fig. 2 indicate that the CNN has a better performance on 

captureing the wake structures than the Reynolds-averaged Navier-Stokes (RANS) model. 
Table 1. Statistical error indices for the turbulence statistics in the validation cases river 1 and 2. 

River 1 MAE MARE River 2 MAE MARE 

�̅� / Ub 0.019 0.047 �̅� / Ub 0.019 0.2851 

�̅� / Ub 0.026 0.247 �̅� / Ub 0.027 0.3623 

�̅� / Ub 0.004 72.277 �̅� / Ub 0.004 41.956 

tke / Ub
2 4.03×10-4 0.0867 tke / Ub

2 6.80×10-4 0.1486 

Fig. 2. CNN and LES computed tke result of validation case II. (a) and (b) shows the contours of CNN predicted and LES calculated tke 

normalized with the square of bulk velicity at the free surface from the top view. (c) shows the profiles of CNN predicted (blue dots), LES 

calculated (black solid line), and RANS computation (red dashd line) normalized tke along the three spanwise lines of I, II, and III in (a).  

In addition, the computational cost of the CNN approach for generating the turbulence statistics was 0.5 CPU 

hours. Including the 150 CPU hours of calculating the instantaneous flow fields as the inputs, the total cost of 

the CNN approach is still one order of magnitude smaller than that of LES, i.e., ~2500 CPU hours.  

4. Conclusions

An autoencoder CNN algorithm is developed to predict the first- and second-order turbulence statistics of flood 

flow in large meandering rivers. The results show a good agreement with the LES results, while the 

computational cost is only a small fraction of LES. 
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ABSTRACT 

Agent-Based Modelling (ABM) is an increasingly used approach for characterisation of human behaviour in 

evacuation simulation modelling. ABM-based evacuation models used in flood emergency are developed 

mostly for vehicular scenarios at regional scale. Only a few models exist for simulating evacuations of on-foot 

pedestrians responding to floods in small and congested urban areas. These models do not include the 

heterogeneity and variability of individuals’ behaviour influenced by their dynamic interactions with the 

floodwater properties. The flood-pedestrian simulator is an evacuation modelling framework which was 

developed to simulate the two-way interactions across and between local floodwater flow and heterogeneous 

pedestrian movements. It enables microscopic analysis of flood-risk to evacuating people at an individual level 

in both space and time. This article represents the application of the simulator for a real-world case study of a 

mass evacuation from a football stadium in response to a flood emergency.  

1. Overview of flood-pedestrian simulator

The present simulator integrates a hydrodynamic model into a pedestrian model in a single agent-based 

modelling environment, called FLAMEGPU, where both the models are spatially and temporally synchronised 

and run simultaneously (Shirvani et al., 2021a). The selected hydrodynamic model is formulated based on the 

mathematical description of water flows using the solution of Shallow Water Equations (SWE) on a numerical 

grid. The pedestrian model on FLAME GPU is programmed based on the formulation of a social force model 

for people’s dynamics including their movement patterns and their interaction with each other and their 

surrounding environment. The dynamic interactions between the flood and pedestrians have been formulated 

based on a number of behavioural rules driving the mobility states and way-finding decisions of individuals in 

and around the floodwaters as well as the local changes in the floodwater properties as a result of pedestrians’ 

crowding. The simulator incorporates a high level of heterogeneity in population characterisation and realistic 

behavioural rules extracted from a large number of stochastic datasets, such as (i) age, gender, body height and 

mass distribution of a subject population; (ii) age- and gender-related variable moving speeds of individuals 

in both dry and flooded zones based on real-world datasets and experimental information; and (iii) autonomous 

decision making of individuals in choosing one of multiple emergency exit destinations influenced based on 

their personal perception of the risk from the floodwater or by the most popular destination selected by others 

(Shirvani et al., 2021b).  

2. Hillsborough stadium case study

The case study consists of a site including an area of 16,384 m2 that is adjacent to the eastern side of the 

Hillsborough football stadium in Sheffield which is framed with a dark red square in Fig. 1. The stadium main 

entrances (yellow line, Fig. 1) are opened to a T-junction that constitutes the walkable area including the main 

roads, main stadium’s entrances, and pedestrian pathways to usual destinations to the south, east and north that 

are shown with the green lines.  

Fig 1. The study site (red square) 

including the walkable area (red 

area within the red square) with 

different destinations located in the 

south, east and north sides of the 

walkable area (green lines) and the 

stadium’s main entrances (yellow 

line), © Google. 

Fig. 2. Inflow hydrograph used 

to generate the floodwater 

propagation occurring from the 

north-east side of the site. 
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2.1. Scenario description and simulation configuration 

The evacuation scenario consist of the site hit by a flood during a football match where 4,080 spectators are 

caught unaware of the rainfall accumulation around the stadium. The floodwater accumulates from the north 

and east sides to move downhill towards the main entrance of the stadium. The flooding flow was generated 

by formulating an inflow hydrograph based on the November 2019’s rainfall volume accumulation of 1,045.3 

m3 and a 0.0638 m rainfall over the entire 16,384 m2 site (Fig. 2). Once the floodwater has reached the 

stadium’s main entrances people start to evacuate the stadium immediately. A dispatch measure was 

considered to control the influx rate of evacuees entering the walkable area during the flooding. Three 

thresholds of floodwater depth to the body height were selected at which point pedestrians divert their moving 

direction to a safer destination. This was done to account for the uncertainty associated with individuals’ 

different risk perception, where 20 %, 30 % and 40 % thresholds represent people with high-risk, medium-risk 

and low-risk perception, respectively. 

2.2. Results and discussion 

A series of 20 simulation runs was performed for each of the 20 %, 30 % and 40 % threshold. Outputs averaged 

from each series of simulation included spatial information of pedestrians and their stability state as they 

evacuated. Considering the stochastic uncertainties associated with the motion of the pedestrians, the 

plausibility of the averaged outputs from the 20 runs was evaluated by considering the maximum Margin of 

Error (MOE) in the simulation outputs as outlined in Table 1. It can be seen that the maximum MOE increases 

as the risk perception level decreases, suggesting a notable increase in the uncertainty as the risk perception 

component is incorporated into the modelling of pedestrian behaviour. 

Table1. Maximum margin of error (MOE) for the average number of pedestrian agents with different stability states that are 

extracted from the recorded outputs throughout the simulations for each 20 %, 30 % and 40 % threshold. 

Stability states Maximum MOE 

20 % threshold 30 % threshold 40 % threshold 

Toppling-only ± 2 ± 5 ± 13 

Toppling-and-sliding ± 1 ± 4 ± 7 

Figure 3 shows the two-dimensional spatial distribution of the evacuating pedestrians over the flood map based 

on the UK Environment Agency’s Hazard Rating (HR) at 25 min when pedestrian presence in the walkable 

area seemed to be at its highest. The pedestrians are represented by dots with different colours representing 

their stability state based on the predictions made with the 20 %, 30 % and 40 % thresholds. 
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(a) 20 % threshold (b) 30 % threshold (c) 40 % threshold

Fig. 3. The spatial distribution of pedestrians over the walkable area at 22 min simulation time under the predicted stability states (coloured 

dots) along with the HR flood map (grey shade). 

The analysis in Fig. 3 suggests that pedestrians that avoid entering a floodwater depth beyond 30 % of their 

body height are most likely to select the south destination, where their condition remains stable to keep 

evacuating with minimum risk of immobilisation. Those with a tendency to enter deeper floodwaters would 

go to the east or north destinations, towards which the majority would still be able to evacuate. Overall, the 

predictions produced by the simulator seem useful in planning evacuation in outdoor spaces where the 

pedestrians’ choices could be influenced by their autonomous decision making on the safest destination.  
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ABSTRACT 

In this study, we are suggesting a simple methodology based on Bayesian inference to couple either the results 

of a single hydrological model with various objective functions or the results of multiple hydrological models 

in order to improve the reliability of the prediction of alarming events. The methodology was tested in a case 

study with data of limited length, and the results were encouraging. 

1. Introduction

The technological advances in computer science have allowed hydrologists to explore new paths to improve 

the performance of their models. For example, various researchers have combined machine learning methods 

with standard models to achieve more accurate simulations of river flows (e.g., Noymanee and 

Theeramunkong, 2019; Senent-Aparicio et al., 2019; Yang et al., 2020, Rozos et al., 2021, etc.). These 

approaches have been proven valuable in cases where the observation time series has a significant length to 

include a sufficient number and variety of response patterns of the system. Unfortunately, this is not the typical 

case. For example, suppose a case study in which a hydrological model is employed by a flood-warning system. 

If machine learning is used to improve the performance, but the streamflow is observed for, say, less than a 

year, then the machine learning could deteriorate the performance due to a potential overfitting effect. In this 

study, we are suggesting an alternative methodology to improve the performance of a hydrological model 

being intended for flood-warning systems. We employ two objective functions for the model calibration, and 

then we employ a Bayesian coupling of the two simulations obtained by the independently calibrated models. 

2. Materials and methods

In this study, we have used LRHM (Rozos, 2020), a conceptual hydrological model that employs two simple 

model-building blocks (direct runoff and soil moisture model) that are linearly combined to simulate the 

observed runoff (an idea related to the genetic programming model building; see Herath et al., 2021). LRHM 

was trained independently with two objective functions, the Nash–Sutcliffe efficiency, and the maximum 

absolute error between simulated and observed time series. The first objective function results in a more 

balanced fit, whereas the latter gives more emphasis on the deviations of high flows. In order to estimate the 

probability of exceeding the alarm threshold θ at time step t, Bayesian inference is used: 

P(qt >θ| QNSEt >θ) = P(QNSE>θ | q>θ) × P(q>θ) / P(QNSE>θ) (1) 

P(qt >θ| QMAXt >θ) = P(QMAX>θ | q>θ) × P(q>θ) / P(QMAX>θ) (2) 

where qt is the observed discharge at time step t, QNSEt and QMAXt are the simulated flows at time step t with 

the model calibrated with the NSE objective function and the model calibrated with the maximum absolute 

error objective function respectively, P(q>θ) is the frequency the observed discharge exceeds θ in the 

calibration period, P(QNSE>θ) and P(QMAX>θ) are the frequencies the simulations of the two models exceed 

θ in the calibration period, P(QNSE>θ | q>θ) and P(QMAX>θ | q>θ) are the frequencies the two models 

correctly simulated an exceedance of θ in the calibration period whenever the observed discharge exceeded θ, 

and is the alarm threshold (usually the discharge capacity of a cross-section). 

Then, the following decision table can be used to estimate the probability of an event given an alarm signal: 
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Table 1. Event probability given an alarming signal. 

Condition Probability 

QNSEt
 > θ ∧ QMAXt > θ max( P(qt >θ | QNSEt>θ), P(qt >θ | QMAXt>θ) ) 

QNSEt > θ P(qt >θ | QNSEt>θ) 

QMAXt > θ P(qt >θ | QMAXt>θ) 

3. Case study

The Morland water basin is 10 km² located within the Eden Demonstration Test Catchment (DTC) in North 

West England. Rainfall data are collected at 15-minute intervals from two automatic weather stations located 

in the upper part of the catchment (Owen et al., 2012) and extend from 27 October 2012 to 20 January 2013. 

Only 60% of the available data was used for the calibration of the models and the estimation of the frequencies 

used in the Bayesian inference. The remaining 40% was used for validation. The following figures display the 

results of the simulations of LRHM with the two objective functions. 

Fig. 1. Simulation of Morland River discharge with LRHM calibrated with NSE and max-absolute-error objective functions. 

According to Table 1, the conditional probabilities obtained from the calibration period, with θ=0.0015, are 

the following. The probability that the true discharge exceeds θ given that only LRHM with the NSE objective 

function exceeds θ is 1×1/2=50%. The probability that the true discharge exceeds θ given that only LRHM 

with the max absolute error objective function exceeds θ is 1×1/1=100%.  

Regarding the 3 events of the true discharge exceeding θ in the validation period (Figure 1), the Bayesian 

coupling gives the following. The first two events were predicted by the LRHM with the max absolute error, 

of which the confidence is 100%. The last event was predicted by the LRHM with NSE objective function, of 

which the confidence is 50%. It is encouraging that all events in the validation period were detected. 

4. Conclusions

In this study, an example of Bayesian coupling of hydrological models (same model with different objective 

functions, but in general could be different models) for early warning systems was demonstrated. This 

approach appears to be advantageous over data-driven alternatives (e.g., machine learning approaches) in cases 

with a limited amount of data. A disadvantage of the suggested approach is the rough estimation of the 

uncertainty. This can be improved by increasing the number of the coupled models. 
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ABSTRACT 

We present a methodology for the mathematical modeling of Nature-Based Solutions (NBS) in a catchment 

area in order to determine the reduction of the flood risk. The methodology is based on a literature survey that 

we performed to identify the main NBS that are being applied worldwide and the implemented hydrologic and 

hydrodynamic models that are usually 1D/2D. We describe briefly the 12 steps of the methodology. Two of 

the most important steps are (1) the effect of the Climate Change impacts via climate models or by simply 

considering what-if scenarios and (2) the simulation of NBS using well-known 1D/2D models after performing 

the required modifications in the geometrical characteristics, the distribution of Manning coefficients and the 

equations of hydraulic structures, such as weirs, based on computations using 3D hydrodynamic models. 

1. Introduction

The Directive 2007/60/EC of the European Parliament and of the Council (Directive, 2007) includes 

recommendations for: (1) better integration of the effects of Climate Change (CC) in the management of Flood 

Risk (FR) reduction; and (2) promotion of NBS, even as additional measures combined with gray infrastructure 

(dams, embankments and paved open pipelines). NBS are nature-inspired interventions that not only reduce 

FR, but address contemporary societal challenges (e.g., extensive urbanization) in a cost-effective way, 

providing multiple benefits to human well-being and biodiversity (Debele et al., 2019). The main NBS that 

have been applied extensively worldwide to reduce FR are restoration of rivers and their floodplains and 

removal of embankments (NBS1), planting of trees (NBS2), floodplains or storage areas in the floodplain 

(NBS3) and wooden leaky barriers or engineered logjams in rivers and/or floodplains (NBS4). NBS enhance 

the physical capacity of a river basin to manage heavy rainfall (1) by increasing the flood flow area, thus 

reducing flow velocities (NBS1, NBS3 and NBS4), (2) creating storage spaces (NBS1 and NBS3), (3) 

increasing the hydraulic roughness thus resulting in the deceleration of the flow (NBS1, NBS2 and NBS4) and 

by increasing flow depths (NBS2 and NBS4), and (4) by increasing infiltration and evapotranspiration (NBS2). 

In this work, we present a methodology for the mathematical modelling of Nature-Based Solutions (NBS) in 

a catchment area in order to determine the reduction of the flood risk. 

2. Materials and Methods – Literature survey

The methodology is based on a literature survey that we performed to identify the main NBS that are being 

applied worldwide (see Introduction) and the implemented hydrologic and hydrodynamic models. Usually, 

these models for NBS1, NBS2 and NBS3 are hydrologic, hydrodynamic (1D, 2D or 1D/2D) or integrated 

hydrologic-hydrodynamic. To simulate floodplain restoration, we can simply extend the river cross sections 

of the hydrodynamic models. We can simulate planting of the riparian zone and the river bottom by increasing 

the values of Manning’s roughness coefficients in the hydrodynamic model; moreover, to investigate the effect 

of evapotranspiration, we can implement an integrated hydrologic-hydrodynamic model. Storage areas are 

often simulated with hydrodynamic models by extending the river sections and calculate their outflow 

discharge by weir equations and stage-discharge relationships. The simulation of NBS4 is much more 

complicated than the other NBS; typically, it is performed via hydrodynamic models by (1) increasing the 

roughness coefficients, (2) reducing the flow surface, e.g., by raising the bottom elevation, (3) combining (1) 

and (2), (4) using1D equations of hydraulic structures, (5) increasing roughness coefficients and adding a drag 

force term in the equation of momentum, and (6) using 3D models.  
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3. Presentation of the methodology and discussion

The proposed methodology is shown in Figure 1; it consists of 12 steps that are performed in 6 stages: (I) 

initial work (Step 1), (II) building, calibration and validation of the integrated hydrologic-1D/2D 

hydrodynamic model (Steps 2 to 7), (III) determination of the effect of CC impacts (Step 8), (IV) formulation 

of NBS combinations - scenarios (Step 9), (V) modification - extension of the integrated (hydrologic-

hydrodynamic) model to simulate the NBS (Step 10), (VI) application of the model, performance of 

calculations of the integrated model to estimate of flood hazard, vulnerability and risk for all the NBS scenarios 

- selection of the optimal scenario that minimizes flood risk (Steps 11 and 12). We started applying the

methodology in the Rapentosa River Basin that contains the “Coastal – Lowland Area of Marathon-Nea

Makri”; this area that is coded as GR06RAK0007 within the implementation of the Directive 2007/60/EC on

the assessment and management of flood risks in Greece, was identified as one of the 9 Areas of Potential

Significant Flood Risk (APSFR) in Attica. We collected the main input data, including the Digital Elevation

Model (DEM) and selected the hydrologic and the hydrodynamic models that are HEC-HMS (HEC, 2000) and

1D/2D HEC-RAS (Brunner, 2016), respectively.

Fig. 1. Schematic representation of the proposed methodology for the integrated mathematical modelling of NBS for Flood Risk Reduction. 

Two of the most important steps of the proposed methodology are 8 and 10. In order to determine the CC 

impacts, we combine the regionally downscaled climate projections from the EURO-CORDEX project (Jacob 

et al., 2014) with HEC-HMS as follows (see also Spyrou et al., 2021): Firstly, we select the Representative 

Concentration Scenario RCP8.5 that is the input to the General Circulation Model (GCM) ICHEC-EC-

EARTH. Secondly, we define the boundary conditions of the Cordex Regional Climate Model (RCM) KNMI-

RACMO22E (KNMI, 2017) using the results of the GCM. Thirdly, we provide the RCM calculations as input 

to the HEC-HMS. Alternatively, a simpler approach is to use what-if scenarios. At Step 10, we modify-adjust 

the 1D/2D HEC-RAS (a) to simulate NBS1, NBS2 and NBS3 by altering the geometry (including the DEM) 

and the roughness values of the computational domain, (b) to simulate NBS4 using the HEC-RAS weir 

equations with coefficients that are adjusted to match the results of 3D calculations with the model FLOW3D 

(Flow Science Inc, 2014) for various combinations of NBS4 geometrical characteristics. 

4. Conclusions

A 12-step methodology is presented based on a literature survey for the integrated (hydrologic-hydrodynamic) 

mathematical modelling of NBS in a catchment area in order to determine the reduction of the flood risk. Two 

of the most important steps of the methodology deal with the determination of the CC impacts and the 

modification-adjustment of the integrated model, mainly the hydrodynamic, to simulate the NBS.  
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ABSTRACT 

1. Introduction

Huaycos - flash floods in the Peruvian Andes - and lahars – volcanic debris flows - are potent natural hazards

that threaten regularly lives and livelihoods. They comprise debris-laden fluid that flows rapidly down steep

slopes, bulking up considerably through erosion of the underlying bed as they progress. Owing to their rapid

onset and the significant threat that they pose to communities and infrastructures, it is important to predict their

motion to assess quantitatively some of the impacts that they may cause. This paper presents a new

mathematical model of the physical processes that govern the motion and a new, free-to-use implementation

of a numerical algorithm to integrate them, which may be used to predict the flows quantitatively.

Fig. 1. Flow configuration for a model of a debris-laden flow down an inclined boundary, here shown on a constant incline and as a function 

of one spatial variable. Dependent variables are flow depth, h(x,t), flow velocity, u(x,t), concentration of particles, C(x,t) and bed elevation, 

b(x,t). Motion is driven by gravitational acceleration, g. 

2. Methods

The mathematical model utilizes the relative shallowness of the flow (the flow depth is much less than the

streamwise extent), which implies that the motion is predominantly parallel to the underlying slope and the

pressure (or ‘normal’ stress) is hydrostatic. Figure 1 depicts a flow down a constant incline and defines the

depth-averaged dependent variables; more generally the inclination spatially varies, and the dependent variable

are functions of time, t and the two spatial coordinates parallel to the boundary, but for brevity here, we suppose

that there is variation with only one spatial dimension. Conservation of fluid mass is given by

𝜕

𝜕𝑡
(ℎ(1 − 𝐶)) +

𝜕

𝜕𝑥
(ℎ𝑢(1 − 𝐶)) = −(1 − 𝐶𝑏)

𝜕𝑏

𝜕𝑡
, (1) 

where Cb denotes the volumetric concentration of solids in the bed. This equation relates the rate of change of 

fluid volume with the divergence of the fluid flux and the addition of fluid from the saturated bed. Likewise, 

conservation of mass in the solid phase 

𝜕

𝜕𝑡
(ℎ𝐶) +

𝜕

𝜕𝑥
(ℎ𝑢𝐶) = −𝐶𝑏

𝜕𝑏

𝜕𝑡
. (2) 

Here we have assumed that two phases move with the same depth-averaged velocity, u(x,t). Bed erosion, E, 

and deposition, D, balance the rate of change of the bed elevation and are given by 

𝐶𝑏
𝜕𝑏

𝜕𝑡
= 𝐷 − 𝐸. (3) 

Finally, relating the density, , to the concentration, C, and densities of the solid and fluid phases, s and f, 

respectively, = f(1-C)+s C, we may form the depth-averaged expression for the streamwise balance of the 

momentum of the entire mixture. This eliminates the need to model explicitly the inter-phase forces. The 

driving force is downslope gravitational acceleration, which is primarily balanced by the resistance at the base 
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of the flow. Additionally, the expression for the rate of change of the momentum features the divergence of 

the momentum flux, the streamwise pressure gradient and the potential drag arising from the acceleration of 

entrained bed material.   

𝜕

𝜕𝑡
(𝜌𝑢ℎ) +

𝜕

𝜕𝑥
(𝜌𝑢2ℎ +

1

2
𝑔 cos 𝜃𝜌ℎ2) = 𝜌ℎ𝑔 sin 𝜃 − 𝜏𝑏 − 𝜌𝑏𝑢𝑏

𝜕𝑏

𝜕𝑡
, (4) 

where 𝑢𝑏 and 𝜌𝑏 are the basal streamwise velocity and density, respectively.

There are two key changes that must be made to the governing system of equations before they can be used 

for predictions. First as posed in (1)-(4), the system is mathematically ill-posed. This technical result has a 

crucial consequence: it is not possible to compute grid-resolved solutions. Instead, we reinstate a small, 

neglected term, the streamwise variation of stress, which is sufficient to regularise the system (see Langham 

et al. 2022). Additionally, we compute solutions on measured topography. For example, we have conducted 

drone surveys of catchments in Chosica, Peru and used photogrammetry to construct a high-resolution digital 

elevation model (DEM). Therefore, it is convenient to compute in a rotated and projected coordinate system - 

Earth-centred coordinates - which enable the measured DEM to be used directly without further manipulation. 

3. Results

Our model is integrated using efficient modern numerical algorithms, driven by source conditions such as a

prescribed hydrograph upstream in the catchment, or an instantaneous release of material The model is

available to use free of charge, at www.laharflow.bristol.ac.uk, with computations made using servers in

Bristol. Figure 2 shows a computed result that simulates a huyaco event at La Libertad de Chosica, Peru. Note

that the DEM has street-scale features and that the flow is directed by this topography.  The flow reached quite

high flow depths (~3m) and flow speeds (~10 ms-1). It was also highly erosive, picking up deposited material

and tearing up the unpaved street. These predictions are consistent with observations of the 2016 event and

evidence the plausibility of our modelling framework and computations. Other examples in different

international settings and at much larger scales will be reported, along with their use in hazard assessment.

Fig. 2. Plan view of maximum flow depth during a huayco event simulated at La Libertad de Chosica, Peru. The source hydrograph is 

specified at the northerly end of the quebarda, and the flow downstream is predicted by the model.  The DEM is depicted in grey, showing 

the resolution of street-scale features that guide the flow. 
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ABSTRACT 

1. Introduction

Hydrodynamic models are valuable tools in the direction of flood forecasting and mitigation of the subsequent 
damages. Various kinds of satellite data have been widely exploited to assist flood models in different ways 
over the last decades. The present work seeks to investigate the sensitivity of an integrated 1D/2D hydraulic 
model, in the variation of roughness coefficient and upstream inflow. For the generation of the upstream 
inflow, a hydrologic simulation of the contributing watershed combined with a Monte-Carlo uncertainty 
analysis was performed. The influence of roughness coefficient changes in model results was tested by 
examining separately the main channel and the 2D area. In order to quantify model performance, simulation 
results were compared against a satellite data-derived inundation boundary. In the latter case, an automatic 
flood delineation approach (FLOMPY), which exploits multi-temporal Sentinel-1 radar data has also been 
employed. The presented methodology was applied in a flood event which took place in early February 2015, 
in Spercheios River, Central Greece. 

2. Materials and methods

The separate parts of the methodology adopted in the current study are briefly described in the following 
subsections. 

2.1. Hydrologic and hydraulic modeling 

To model the response of Spercheios River in the examined storm event, a coupled approach consisting of a 
HEC-HMS hydrologic and a HEC-RAS hydraulic model was adopted. In absence of runoff data, the 
hydrologic model was employed in order to generate the upstream inflow for use in the hydraulic model. It 
encompassed three hydrologic regions, i.e., upper Spercheios watershed, Gorgopotamos watershed and Asopos 
watershed, each draining the upstream area of the respective upper boundary of HEC-RAS model. To address 
the uncertainty introduced in the hydraulic simulation due to the un-calibrated response of HEC-HMS model, 
a Monte Carlo uncertainty analysis was also encompassed. Five indicative hydrographs, as generated from the 
abovementioned analysis, were exploited as input for the hydraulic model. For the simulation of the generated 
runoff through the HEC-RAS hydraulic model, an integrated 1D/2D approach was considered, with the 1D 
part incorporating the main channel, and the 2D, respectively, the overbank flow. For the determination of 
roughness coefficients in the 2D areas, appropriate Manning n value ranges were established per land use 
category based on the literature. For the 1D river, the coefficient value ranges were formulated after a 
segmentation of the entire river length into three categories, i.e., lower, middle and upper river reaches, and 
assuming that resistance to flow increases as we move towards the upper reaches of the river. 

2.2. Sensitivity analysis and quantification of model performance 

With respect to the roughness coefficient, the sensitivity analysis was implemented separately for the 1D river 
and the individual land uses of the 2D area. Six land use categories were considered in the analysis due to their 
largest contribution to the total model surface area and their proximity to the main channel. These were the 
“Paved roads and driveways”, “Construction sites”, “Cultivated Crops”, “Emergent Herbaceous Wetlands”, 
“Pasture/ grasslands” and “Mixed forests”. From each established value range per land use or river reach 
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category, five indicative values, i.e., the minimum, maximum, mean and the 25% and 75% of the value range, 
were tested. Each time the influence of a specific parameter, i.e., roughness coefficient of the main channel or 
of a given land use, was tested, and all other parameters remained constant. To examine the effect of upstream 
inflow variation in the simulation results, five indicative inflow hydrographs, as generated from the Monte 
Carlo analysis, were examined. The results consisted of the inundation extent on the 3rd of February 2015, at 
04:31 a.m. UTC (time of flood image acquisition), for each of the totally forty simulated scenarios. For each 
of them, the flooded area was compared against that derived through the FLOMPY algorithm (Karamvasis and 
Karathanassi, 2021) and the model performance was quantified according to the coincidence between the 
model and the FLOMPY-derived flood extent. 

3. Results and discussion

The results showed that the greatest influence on the simulation results is exerted by the variation in the inflow 
discharge, leading to a change in the derived flooded area from 11 km2 to 20 km2 depending on the simulated 
scenario. This also translates into a 5.5% variation in model performance, giving greater coincidence with the 
satellite data-derived flood map, for the middle-upper upstream inflow scenarios. With respect to the roughness 
coefficient, it was found that model results are primarily affected by the coefficient variation in the main 
channel and to a slightly smaller extent by the 2D area. This seems reasonable since flow conditions in the 
main channel dictate whether water will overtop the channel banks and spill into the overbank area. Regarding 
the 2D area, the coefficient value for the “cultivated crops” was almost entirely responsible for the changes in 
model response, which can be explained by the particularly wide area this land use occupies. The rest of land 
uses exerted a negligible or no impact at all due to the limited surface area they cover or because they were 
not subjected to flood at any of the examined scenarios. It was also concluded that, for the main channel, higher 
coefficient values give a better model response, whereas for the “cultivated crops”, a higher performance of 
the model occurs for roughness coefficients around the lower-middle areas of the established value range. Fig. 
1 illustrates the variation in the model-predicted inundation area as well as in the coincidence with the 
FLOMPY result, relative to the change in roughness coefficient value for the six land uses considered (Fig. 
1a-f) and the main channel (Fig. 1g). Overall, satellite data-derived flood mapping proved to be advantageous 
in supporting modeling procedure, serving as a reference base for detecting changes in model performance. It 
also shows potential for use for calibration/validation purposes provided, however, that particular caution is 
being taken regarding the uncertainty accompanying satellite products and the selected flood mapping 
methodologies themselves. 

(a) (b) (c) 

(d) (e) (f) 

(g) 
Fig. 1. Inundation area predicted by the model and index value (%)  as a function of variation in roughness coefficient value in the: (a) Paved 
roads and driveways”; (b) “Construction sites”; (c) “Cultivated Crops”; (d) “Emergent Herbaceous Wetlands”; (e)  “Pasture/ grasslands”; (f) 

“Mixed forests” and (g) main channel 
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ABSTRACT 

Within the approach of semi-distributed rainfall-runoff modelling we adopt the concept of landscape 

classification into hydrological landscape classes, which later form the spatial units for semi-distributed 

modeling. For runoff production, we apply the FLEX–Topo model by Savenije (2010). The proposed 

methodology is applied to a Greek basin with encouraging results. Landscape classification is performed 

using orthophotos and a neural network as the classifier, while four classes are identified based on five 

geomorphological criteria, which are calculated from ground elevation information. 

1. Introduction

In the past, rainfall-runoff modeling has evolved from simple to more detailed structures that represent 

physical processes almost at the micro scale. This led to complicated distributed models with the adverse 

effect of increased predictive uncertainty. On the other hand, lumped models may fail to represent processes 

in the studied drainage basin due to their simplicity. In between the two approaches lies semi-distributed 

modeling which seeks the optimal level of complexity to achieve predictive accuracy. Runoff prediction in 

ungauged basins requires the transfer of hydrological information in space, which is greatly facilitated by 

using physically observable quantities, such as geomorphological characteristics. These allow the landscape 

classification for the identification of areas that are distinct with respect to the predominant runoff generating 

mechanisms. The proposed methodology can assist modeling of flood phenomena which are progressively 

more frequent worldwide, causing heavy damages inflicted on human societies and the environment. 

2. Materials and methods

2.1. Landscape classification 

The principles of the methodology described by Gharari et al. (2011) are adopted and the surface of the 

studied drainage basin is classified using five criteria: the Height Above the Nearest Drainage (HAND, 

(Saleska, 2011), ground slope, aspect, and the distance from the nearest drain or branch of the hydrographic 

network, considered along the flow direction path. For the computation of HAND and distance the 

hydrographic network of the basin is constructed following the methodology proposed by Papageorgaki and 

Nalbantis (2018). For this, the Critical Support Area (CSA) for stream initiation is extracted from maps for 

three periods for wetness conditions: wet, dry and intermediate. In this study the latter is kept as 

representative of average hydrological conditions. Orthophotos are used to visually classify selected points 

or benchmarks within the basin in four classes. These are later introduced into an Artificial Neural Network 

(ANN) with one hidden layer to classify all cells of the basin (Ehsani 2007). The ANN is trained using 70% 

of benchmarks, while the remaining 30% is devoted to testing and validation. The four landscape classes are: 

bare soil areas (class 1), forested hillslopes (class 2), cultivated hillslopes (class 3) and riparian areas (class 

4). These classes are related to the classification by Winter (2001) and Scherrer and Naef (2003), who also 

linked them to four dominant runoff mechanisms (Freer et al. 2002). 

2.2. The FLEX-Topo model 

FLEX-Topo model is a topography-driven conceptual modelling approach (Savenije, 2010) based on a 

conceptual representation of the dominant hydrological processes in hydrological landscapes. The main idea 

is that model structure is dependent on a limited number of landscape classes derived from topographic 

information. These classes are represented by lumped conceptual sub-models running in parallel, which leads 

to a semi-distributed model. Thus, maximum simplicity is achieved while maintaining efficiency. The model 

is calibrated and validated based on daily discharge data at the basin outlet. It is noted that snow 

accumulation and melt is considered by dividing the basin area into eight elevation zones.   
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2.3. Study basin and data 

The proposed methodology is applied to a river basin located in the western part of continental Greece. This 

is the Evinos river basin at the Poros Reganiou hydrometric station with an upstream basin area of 882 km2, 

mean elevation of 979 m above the mean sea level, and steep slopes (Fig. 1). Its average annual streamflow 

is 694 hm3 (Mamassis and Nalbantis, 1995). Data cover the period from 1977–78 to 1985–86. Six 

precipitation gauging stations are used while air temperature measurements from two meteorological stations 

are obtained. For landscape characteristics, the European Digital Elevation Model (Copernicus, EU-DEM 

version 1.1) with spatial resolution of 25 m is used.  

Fig. 1. Spatial distribution of four landscape classes of Evinos river basin, in western continental Greece. 

3. Results

Vegetation cover was also tested as an additional criterion in classification. Furthermore, classifications were 

performed, with numerous combinations of criteria and number of classes. The classification of Fig. 1 was 

retained as its percentage of successful classification in validation confusion matrix is greater than 84%. The 

percentage of basin area was 19.5%, 61.6% 10.6% and 8.3% for class 1, class 2, class 3 and class 4, 

respectively. Model calibration for the five-year period 1977-78 to 1981-82 gave a Nash Sutcliff Efficiency 

(NSE) of 0.69, while for validation on the remaining four-year period NSE was found 0.63.      

4. Concluding remarks

Landscape classification is considered as a promising tool for constructing rainfall runoff models that enable 

runoff predictions in ungauged basins. This proved to be the case with the test basin used in this study. Tests 

with three and four classes and various combinations of morphometric characteristics revealed that additional 

information regarding vegetation was necessary for achieving a successful classification in validation stage.. 

Moreover, all the employed morphometric characteristics were found to be necessary to achieve a successful 

classification. The prediction accuracy for runoff, although fair, needs some improvement, e.g., through 

better consideration of the spatial variation of input data.      

References 

Ehsani AH (2007) Artificial Neural Networks: Application in morphometric and landscape features analysis, KTH, Royal Institute of 

Technology, Stockholm, pp. 53 

Freer J, McDonnell J, Beven K, Burns D, Hooper R, Aulenbach B, Kendall C, Peters N (2002) Understanding the spatial and 

temporal dynamic contributions of subsurface storm runoff at the hillslope scale, Water Resources Research, 38(12), 5-1–5-16 

Gharari S, Hrachowitz M, Fenicia F, Savenije HHG (2011) Hydrological landscape classification: investigating the performance of 

HAND based landscape classifications in a central European meso-scale catchment, Hydrology and Earth System Sciences, 15(11), 

3275-3291 

Mamassis N, Nalbantis I (1995) Study of hydrological balances, Evaluation and management of water resources of Sterea Hellas, 

project report 20, National Technical University of Athens, pp. 118   

Papageorgaki I, Nalbantis I (2018) On spatio-temporal modelling of stream network initiation, Environmental Processes, 5(1), 239-

257 

Saleska S (2011) Height Above the Nearest Drainage, a hydrologically relevant new terrain model. Journal of Hydrology doi: 

10.1016/j.jhydrol.2011.03.051 

Savenije HHG (2010) Topography driven conceptual modeling (FLEXTopo), Hydrology and Earth System Sciences, 14, 2681–2692 

Scherrer S, Naef F (2003) A decision scheme to indicate dominant hydrological flow processes on temperate grassland, Hydrological 

Processes, 17, 391–401 

Winter TC (2001) The concept of hydrologic landscapes, Journal of American Water Resources Association, 37(2), 335–349 

250



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

LIFE BAETULO Project: an example of Climate Change adaptation to cope 

with flash floods in urban areas based on a multi-risk Early Warning System 

Beniamino RUSSO1, 2, Montse MARTINEZ1, Andrea PAINDELLI1 

1AQUATEC Proyectos para el Sector del Agua, Spain 

brusso@aquatec.es 

mmartinez@aquatec.es 

a.paindelli@aquatec.es

2Technical College of La Almunia (EUPLA, University of Zaragoza), Spain 

ABSTRACT 

Launched on July 2020 with a duration of 2,5 years and funded by the European Union, LIFE BAETULO 

project (LIFE19 CCA/ES/001180) (www.life-baetulo.eu) aims to provide a climate change adaptation tool to 

the city of Badalona (Spain) in the form of Integrated Early Warning System (IEWS) to cope with local major 

climate hazards. This project, coordinated by AQUATEC (Agbar group), is helping reduce exposure, 

vulnerability and finally the risk for citizens and city assets. Conceptualized as a web-platform, it connects a 

wide range of sensors located across the whole urban area (water level meters in drainage system, rain gauges, 

meteorological stations, combined sewer overflow sensors, etc.) as well as specific models such as 

meteorological forecasting and urban flood models. The secondary goal of the project is being a reliable 

reference for technology replicability, offering a clear example of direct and indirect climate related impacts 

reduction measured by the project KPIs (Key Performance Indicators). This abstract intends to provide a quick 

overview of the IEWS architecture and main results obtained so far, with specific details regarding the climate 

hazards of flash floods and Combined Sewer Overflows, which are the most damaging and incisive climate 

change threats currently affecting Badalona due to its geographic and urban characteristics. 

1. Introduction

As stated by the European Environmental Agency (EEA, 2021), the frequency and magnitude of extreme 

weather events is expected to increase in the coming decades, resulting in recurring economic losses which 

poses constant challenges to urban life. The Intergovernmental Panel on Climate Change (IPCC) with its last 

publication (IPCC, 2022) updated the definition of resilience as the capacity of the urban system to cope with 

hazardous events, responding or reorganizing in a way that maintain the essential function and the capacity for 

adaptation, learning and transformation. With respect to Spain, the Spanish National Meteorological Agency 

(AEMET) has been collecting, through its “Open Data Climate” repository, a large amount of data regarding 

last 40 years of meteorological events and impacts and concluding that at least 32 million Spanish citizens 

have been suffering directly or indirectly from climate related consequences (AEMET, 2019). AEMET report 

outcomes are in line with Mediterranean climate trends with expanding semi-arid climates and longer 

summers, more frequent heat waves and tropical nights with an expected impactful increment of rainfall 

intensity for shorter durations (EEA, 2021). In geographical conditions such as that of Badalona, characterized 

by the connection between upper hilly catchments with intensive urbanized sea level catchments, led to 

recurring flooding events during the recent years, with non-negligible damages to underground transportations 

and city assets. (ElPeriodico, 2011) (LaVanguardia, 2019) (LaSexta, 2020). Within the BINGO Project (Van 

Alphen, et al., 2021) a wide set of adaptation alternatives were proposed: infrastructure actions such as green, 

gray and blue solutions, soft actions aimed to improve the management of the existing systems, and governance 

solutions which together with the legal/policy actions act directly on human behavior (EEA, 2021). Extensive 

economic evaluations led to the adoption of a soft measure, embodied by an Integrated Early Warning System 

(LIFE BAETULO solution) as the most cost-effective measure. 
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2. The BAETULO Platform and the Pluvial Flood threat

The system is forecasting and monitoring climate hazard episodes combining specific tools such as 

meteorological forecasting and urban flood models as well as a comprehensive number of sensors located 

across the whole urban area (water level meter in drainage system, rain gauges, meteorological stations, 

combined sewer overflows (CSO) sensors, etc.). The combination between the various data sources allows 

estimating the corresponding risks and leading to the activation of the climate related emergency protocols. 

Such activations are supervised by a person in charge of the platform operations, ensuring coordination before, 

during and after every episode. 

Fig. 1. At left: Screenshot of the BAETULO platform with all the climate hazards listed on the left part and the vulnerable elements 

georeferenced in the map. At right: thresholds and activation rules for the pluvial flood hazard.  

The hazards thresholds were defined in function of official protocols and previous investigations, such as the 

exhaustive flood risk assessment conducted for Badalona in the context of BINGO project (Martínez-Gomariz, 

et al., 2020), where a wide set of 1D-2D modeling were performed, combining surface runoff and underground 

drainage system modeling and identifying those critical branches characterized by pressure flows and spills 

for moderate rainfall events. The urban area was divided into three risk categories: low, medium and high, 

depending on the resulting matrix combination between hazard and vulnerability. Hazard is defined by the 

combination between surface water depth and velocity while the vulnerability is a combination of various 

factors such as population age and density and location of vulnerable elements (hospital, schools, open areas 

etc.). Risk maps were calculated for various rainfall intensity and return periods, considering climate change 

trends for a wide range of projections. Such maps will be implemented within the BAETULO platform, to 

appear depending on the rainfall forecast and for being used as support for pre, during and post event operation. 

Rainfall forecasting, both in terms of cumulated and intensity, are provided by the “Catalan Weather System” 

(SMC) and the European Centre for Medium-Range Weather Forecasts (ECMWF) while rainfall observations 

come from the network of rain gauges within the municipality and in the surroundings. The status of the 

drainage system is constantly monitored by water meters located across the whole drainage system while some 

of them are specific to detect shorelines CSOs. Up to date, the Platform is in its testing year, but local 

Stakeholders have already shown great interest not just for a mere climate risk management but also to simplify 

infrastructure operation and maintenance. Future developments will see the creation of a tailored mobile app, 

to be used as Citizen’s primary communication channel. The BAETULO project lays the basis for a potential 

replicability virtually anywhere there is enough knowledge of the urban complex, together with a forecasting 

and monitoring infrastructure to offer an exhaustive overview of the urban area to protect. 
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Hazard Variables Elements Thresholds Activation rules

Pre-Warning

[SMC Warning rainfall intensity (Barcelonès)>= Level 3]  Or 

[SMC Warning collected rainfall  (Barcelonès)>= Level 3] Or

[Collected rainfall 1h SMC forecast for Badalona >=40mm (T2)] Or

[Collected rainfall 1h ECMWF forecast) >= 40 mm  (T2)] Or

[Collected rainfall 24h ECMWF forecast) >= 100 mm (T10, Manual Software)]

Warning

[SMC Warning rainfall intensity (Barcelonès)>= Level 4] Or 

[SMC Warning collected rainfall (Barcelonès)>= Level 4] Or 

[Collected rainfall SMC >= Level 4] Or 

[Rainfall intensity SMC  >= Level 4] Or 

[30 minute rainfall accumulation Radar >= 30 mm, from T2)]  Or 

[Rain gauges (4)>= 30mm/30min from T2)]  Or  

[Water level meter (20) > XX mm] (unique for every sensor)  Or 

(water depth in conduits below 50cm from the top)

Emergency

[Rain gauges (4)>= 45 mm/30 min (T10)] Or 

[Observed water detpth in streets > 15cm)] Or 

[Water level meter (20) > XX mm] (nique for every sensor)   

Urban 

floods

Nowcasting 2h rainfall intensity (Hyds)

Nowcasting 2h collected rainfall (Hyds)

Rainfall intesity forecast (SMC)

Collected rainfall forecast (SMC)

Collected rainfall (Rain gauges)

Water depth in street (Water depth camera)

Water depth in drainage system (digital water 

meter)

SMP warning for rainfall intensity forecast (SMC)

SMP warning for collected rainfall forecast  (SMC)   

SMP warning for rainfall intensity (SMC)

SMP warning for collected rainfall  (SMC)

Municipality

252



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

Hyperparameter tuning in a machine learning prediction model for surface 

water quality using high-frequency input data 

Elisa CORAGGIO1, Theo TRYFONAS1, Claire GRONOW1, Dawei HAN1 

1 Department of Civil Engineering, University of Bristol, United Kingdom 

email: elisa.coraggio@bristol.ac.uk 

email: theo.tryfonas@bristol.ac.uk 

email: claire.gronow@bristol.ac.uk 

email: d.han@bristol.ac.uk 

ABSTRACT 

A good understanding of water quality is fundamental for managing water resources in future scenarios that 

include water scarcity and climate change. Despite the advancement in technologies and high-frequency 

datasets for water quality in surface water becoming widely available, there is still insufficient knowledge on 

how to build effective prediction models using such datasets.  

This study proposes a technique for finding the suitable input features (including data frequency) needed to 

build a robust water quality prediction model that is able to predict the surface water body’s behaviour in the 

future.  

1. Introduction

Looking at recent extreme weather events the World is already experiencing the importance of accurate 

predictions and early warning systems. When it comes to water quality, prediction tools are not always 

available and often rely on historical low-frequency datasets or relatively small training and validation datasets 

that fail to accurately capture changes in water quality (Chen et al., 2020). 

With new technology developed in the areas of smart cities and wireless sensors networks, water quality 

monitoring has the potential of becoming more and more a data-rich science.  

Having the possibility of recording high frequency data does not mean automatically being able to obtain a 

better performance when building a water quality prediction model. Often, data collected with a very high 

frequency may convey redundant information. Therefore, according to the timeframe that the model aims to 

predict, the model’s performance should be evaluated using a different selection of input features (including 

data frequency). 

The aim of this work is to provide guidance on how to select the input data frequency based on how far in the 

future the water quality prediction model aims at predicting the water body’s behaviour. 

Furthermore, it investigates the problem related to how many timesteps in the past should be included in the 

model to optimise its performance. 

2. Materials and method

For the purpose of this work, a high frequency water quality dataset collected between 2018 and 2020 in Bristol 

Floating Harbour has been used (Coraggio et al., 2022). The dataset contains data with a 5 minutes frequency 

for  the following water quality parameters: temperature, dissolved oxygen (DO), fluorescent dissolved organic 

matter (fDOM), turbidity and conductivity.  

The dataset has been split into training, validation and testing dataset respectively in the percentage of 60%, 

20% and 20%. 

The main focus of this work is on selecting input features and tuning the model parameters for the water quality 

prediction. The prediction models are based on linear regression, used as benchmark model, and random forest 
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regression. Random forest regression has been already successfully applied for surface water quality 

predictions in literature with monthly data (Chen et al., 2020; F. Wang et al., 2021; S. Wang et al., 2022). 

Figure 1 Methodology framework 

In this study, the hyperparameter tuning task is set by defining a matrix containing defined lags and input 

frequencies. The selection of these parameters is based on physical knowledge of the water quality changes in 

surface water and the trial-and-error exploration. 

Once the optimum lag for a specific frequency is identified, the model parameters are evaluated in order to 

find the optimum input frequency for the prediction model. 

Figure 2 Process for hyperparameters tuning 
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ABSTRACT 

Landslides impacting a body of water can generate large landslide-tsunamis. Therefore, producing reliable and 

fast methods of predicting such waves is vital. No single empirical equation exists for universally predicting 

the landslide-tsunami characteristics involving both granular and block slide models. To fill this gap, we 

created a machine learning model using the Gradient Boosting method to predict the relative maximum tsunami 

amplitude aM/h and height HM/h for both slide types, where h is the still water depth. Our model produced an 

R2 score of 0.919 for aM/h and 0.937 for HM/h. Our method has shown promise and opens us possibilities to 

employing machine learning in real-world landslide-tsunami predictions.  

1. Introduction

When a subaerial landslide impacts a body of water, a landslide-tsunami is generated. To better understand 

and analyse landslide-tsunamis, laboratory experiments have often been conducted (Fig. 1a) to model these 

events. This has resulted in a wide range of empirical equations that predict the maximum landslide-tsunami 

amplitude aM [m] and height HM [m] as a function of the slide parameters, such as the slide mass ms [kg], 

volume Vs [m3], thickness s [m], impact velocity Vs [m s-1], the slope angle α [o], and the water depth h [m] 

(Fig. 1b). There are, however, significant discrepancies in the prediction of aM and HM by employing empirical 

equations across different studies. It would be of great practical utility to have a single method that can predict 

landslide-tsunami characteristics irrespective of the experimental conditions and parameter values. Machine 

learning (ML) is a rapidly growing branch of artificial intelligence for predicting outcomes via learning from 

experience. While ML techniques have been used in the past to predict results of such laboratory experiments 

(Meng et al., 2020), endeavours to analyse results across different studies are limited. The main goal of the 

present work is to produce a single ML model that can accurately predict characteristics of waves created in 

laboratory experiments that simulate granular (Heller and Hager, 2010) and block (Heller and Spinneken, 

2013) landslides.   

Fig. 1. (a) Picture of a landslide-tsunami in a flume and (b) definition sketch with slide and wave parameters (after Heller and Hager, 2010). 

2. Materials and Methods

The datasets from Heller and Hager (2010) and Heller and Spinneken (2013) were obtained under very similar 

experimental conditions, apart from the slide model; the former used granular and the latter block slides. The 

experiments mimicked tsunami generation into a flume of water by the impact of landslides. The generated 

waves were measured using wave gauges along the flume. The dimensionless parameters, used in the literature 

to derive the empirical equations for predicting aM and HM, served as the input features for the ML models. 

Concretely, these inputs were the landslide Froude number F = Vs/(gh)1/2, relative slide thickness S = s/h, 

relative slide mass M = ms/(ρWbh2), and the relative grain diameter Dg = dg/h where g [m s-2] – gravitational 
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acceleration, ρW [kg m-3] – water density, b [m] – slide width, and dg [m] – average grain diameter (Heller and 

Hager, 2010). Our supervised ML regression method of choice was Gradient Boosting (Friedman, 2001). It is 

a technique which relies on using multiple separate weaker decision trees and improving on the performance 

iteratively. It is routinely used by winners of ML competitions. Data was split into two subsets, a training set 

(n = 294), used to develop and optimise the models, and a testing set (n = 61), used to evaluate the model on 

unseen examples. The testing set was comprised of 60% granular slides and 40% block slides examples. To 

align with the existing empirical equations, the ML models predict the relative maximum wave amplitude aM/h 

and height HM/h rather than aM and HM.  

3. Results and Discussion

After conducting the usual ML process of optimisation and hyperparameter tuning, our model achieved an R2 

score of 0.919 for aM/h and 0.937 for HM/h on the testing set. The performance as measured by R2 scores is 

superior to the empirical equations for the separate slide types. For aM/h, empirical equations produced scores 

of R2 = 0.88 for granular slides and R2 = 0.85 for block slides, and for HM/h, R2 = 0.82 and R2 = 0.89. The 

features that proved to be the most informative in our ML model (as measured by Mean Decrease in Impurity) 

were, in descending order, M, S, F, and Dg. The observed values from the experiments have been plotted against 

the predicted values from the empirical equations and the ML models for both aM/h (Fig. 2a) and HM/h (Fig. 

2b), allowing for a direct comparison of all examples in the testing set. As made evident by Fig. 2, the universal 

ML models performed consistently well across the full range of predictions, even slightly outperforming the 

individual empirical equations in the higher prediction value range.     

Fig. 2. Comparison of the proposed universal Gradient Boosting model and the separate empirical equations from Heller and Hager (2010) 

and Heller and Spinneken (2013) for (a) relative maximum wave amplitude aM/h and (b) relative maximum wave height HM/h.  

4. Conclusions

Predicting aM and HM of landslide-tsunamis remains an important element in hazard assessment of these natural 

phenomena. In this study, we built a single ML model using Gradient Boosting that can accurately predict 

characteristics of waves created in laboratory experiments that simulated granular and block landslides. The 

strong performance in predicting both aM/h and HM/h with significant R2 scores of 0.919 and 0.937, 

respectively, displays the potential success of ML to build a universal model for predictions involving more 

than one set of conditions. In the future, we will also incorporate data from experiments with different water 

body geometries, such as a basin. Applying these models to predict features of real-world landslide-tsunamis 

and tuning to ensure upscaling preserves performance will also be addressed in future work. 
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ABSTRACT 

Design floods are usually estimated with statistical analyses of observed data. However, time series of 

observations are usually short. Moreover, dams require assessment of design floods for high return periods, 

which estimates have high uncertainties. In addition, climate change is expected to increase the frequency 

and magnitude of floods in the future. A stochastic methodology to assess hydrological dam safety 

considering climate change is presented. The methodology is applied to the Eugui Dam (Spain). The 

stochastic model STORAGE is used to simulate time series of precipitation. Precipitation projections 

supplied by 12 climate models in three periods and two emission scenarios are used to consider climate 

change in the STORAGE model. Precipitation time series generated stochastically by STORAGE are 

transformed into runoff time series by using the continuous COSMO4SUB hydrological model. It provides 

continuous runoff time series as output from which annual maximum inflow hydrographs to the Eugui 

reservoir can be extracted. The Volume Evaluation Method is applied to simulate the operation of spillway 

gates, obtaining maximum reservoir water levels and outflow hydrographs. Therefore, the methodology 

proposed allows practitioners and dam owners to check hydrological dam safety requirements detailed in the 

regulations, accounting for climate change. 

1. Introduction

A good characterization of flood hydrographs is crucial for dam design and management. Design 

hydrographs are usually obtained with hydro-meteorological analyses based on observed precipitation data 

and rainfall-runoff models. However, observations of precipitation are usually daily, though sub-daily data is 

required to characterize catchment response, in particular for small basins. Stochastic rainfall generators can 

overcome such a drawback, benefiting from their low complexity and fast computation times. In addition, 

stochastic rainfall generators allow the generation of long rainfall time series that can be useful to reduce the 

uncertainty in flood estimates for high return periods. For example, dam spillways are designed with return 

periods of 500-10 000 years in Spain. Furthermore, it is expected that climate change will increase flood 

magnitude and frequency in the future. Recent studies indicate that climate change has modified the 

magnitude and timing of floods in Europe in last decades. The number of floods exceeding given severity 

and magnitude thresholds increased in the period 1985-2009. Furthermore, climate projections point to an 

increase in floods in some areas (IPCC, 2007). Global circulation models (GCMs) have been developed to 

simulate how climate change will affect global atmospheric behavior. GCMs usually have a spatial 
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resolution of about 100-250 km. Regional climate models (RCMs), with a spatial resolution of 25-50 km, are 

used to obtain more detailed results.  

In Spain, there are two sources of climate change projections: the data provided by the Agencia Estatal de 

Meteorología (AEMET) and the projections provided by the Coordinated Regional Climate Downscaling 

Experiment (CORDEX). Garijo et al. (2018) found that the CORDEX precipitation projections performed 

better for studies focused on extreme events than the AEMET projections. Therefore, climate change 

projections provided by CORDEX will be used in this study. 

This study aims to assess how climate change will affect hydrological dam safety at the Eugui Dam (Spain) 

that has a gated spillway. The paper is organized as follows. First, a description of the study area, followed 

by a description of the data and models used. Subsequently, the methodology used is described. The results 

of the maximum reservoir water levels in flood events obtained with the previous procedure will be 

commented. Finally, conclusions will be presented. 

2. Materials and Methods

The Eugui Dam selected for the study is located in the region of Navarre in northern Spain. The dam is on 

the River Arga that belongs to the Ebro River Basin Authority. The draining catchment area to the Eugui 

Reservoir is 69 km2. The observed flow data required for model calibration were obtained from a 15-min 

gauging station located at the dam that provides reservoir water levels and outflow releases from the dam. 

Therefore, inflow discharges can be obtained by applying mass conservation. Three models are used in this 

study. The STORAGE stochastic rainfall generation model (De Luca et. al., 2021) is based on the Neymann-

Scott Rectangular Pulse Model. This model allows to simulate rainfall at different sub-daily scales, thus 

obtaining more accuracy when generating flood hydrographs. The COSMO4SUB model is used for runoff 

generation. It generates continuous runoff time series as output data from which annual maximum 

hydrographs are extracted. Finally, the Volumetric Evaluation Method (VEM) (Girón 1988) is used to 

simulate the optimal operation of the spillway gates in flood events. 

3. Results

Reservoir outflow quantiles for a set of return periods are calculated by fitting a GEV distribution function to 

the VEM outputs, in order to obtain the expected changes driven by climate change in the future compared 

with the control period. The results show that the median values of outflow quantiles are expected to be 

lower in both future scenarios than in the control period. The change magnitude is reduced for high return 

periods (500-5000 years). High return periods have been considered, as they are required for spillway design 

and safety assessment.  

4. Conclusions

At the Eugui dam, future outflows are expected to be equal or lower than in the current situation represented 

by the control period. The reservoir water levels are also expected to be lower than in the current situation, 

though the dam crest elevation will be exceeded when it is assumed that the reservoir is full at the beginning 

of the flood event. In addition, this is a restrictive condition, and the results can also point to the need to 

leave greater surcharges when floods are expected, quantifying their magnitude.  
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ABSTRACT 

A theoretical hydrodynamic formulation is presented for wave interactions on structures composed by 

permeable and impermeable surfaces. The idea conceived, is based on the capability of permeable bodies to 

dissipate the wave energy and to minimize the environmental impact, developing wave attenuation and 

protection. In this study the diffraction problem of water waves by a permeable vertical, sea bottom seated, 

cylindrical body is formulated within the framework of the linear potential theory. The results revealed that 

porosity plays a key role in reducing/controlling the exciting wave loads, hence porous barriers can be set up 

to protect a marine structure against the wave attack. 

1. Introduction

In the recent decades, much effort has been made on wave interaction with submerged, bottom mounted surface 

piercing, marine structures. Such structure formation is encountered in piles of floating islands, quay piles, 

connecting bridge columns and columns of very large floating structures, i.e., floating airports. However, these 

structures are often struggled to commercialize due to harsh environment conditions at the locations of 

installation and the severe exciting wave loads. Therefore, research has been focused on marine structures with 

permeable portion since they can reduce the influence of the wave interaction through the pores of the body 

surface when compared to impermeable bodies. Permeable bodies constitute an important class of numerous 

works in the literature. To raise some of them as examples, Wang and Ren (1994) examined a concentric 

surface-piercing two-cylinder system, in which the exterior cylinder is permeable and the interior body is 

assumed impermeable, whereas Teng et al. (2001) studied the diffraction problem of a cylindrical body with 

upper porous outer wall and inner solid column. Williams et al. (2000) investigated water wave interactions 

with a floating porous cylinder embodying a permeable side surface and impermeable top and bottom. Other 

similar studies on permeable structures are those from Bao et al. (2009) and Sankar and Bora (2019; 2020). 

2. Theoretical formulation

A permeable system of two co-axes, vertical, sea bottom seated, and surface piercing cylindrical bodies is 

considered. The exterior cylinder is assumed permeable and thin of thickness, with radius 𝑎, while the interior 

cylinder is impermeable, with a radius 𝑏. The system, which is bottom fixed, is surrounded by a fluid of finite 

depth 𝑑 (see Fig. 1). The fluid domain is divided into two regions, i.e., region 𝐼 (𝑟 ≥ 𝑎; 0 ≤ 𝑧 ≤ 𝑑) and region 

𝐼𝐼 (𝑏 ≤ 𝑟 ≤ 𝑎; 0 ≤ 𝑧 ≤ 𝑑), and it is assumed incompressible, inviscid and its motion irrotational. A cylindrical 

coordinate system (𝑟, 𝜃, 𝑧) is considered on the seabed, and its origin is located at the center of the impermeable 

cylinder. The flow is governed by the diffraction velocity potential 𝜑𝐷
𝑘 , 𝑘 = 𝐼, 𝐼𝐼. It holds that 𝜑𝐷

𝐼 = 𝜑0
𝐼 + 𝜑7

𝐼 , 

where  𝜑0
𝐼  is the velocity potential of the incident harmonic waves and 𝜑7

𝐼  the scattered potential around the 

system. The complex velocity potentials 𝜑𝐷
𝑘 , 𝑘 = 𝐼, 𝐼𝐼 have to fulfill the Laplace equation in the entire fluid 

domain and the proper boundary conditions on the free water surface and the seabed. Also, 𝜑7
𝐼  must satisfy an 

appropriate radiation condition at infinity. Furthermore, the following equation on the mean body’s 

impermeable and permeable surfaces should be also satisfied. 

𝜕𝜑7
𝐼𝐼

𝜕𝑟
= 𝑖𝑘𝐺(𝜑7

𝐼𝐼 − 𝜑7
𝐼 ), on 𝑟 = 𝑎;

𝜕𝜑7
𝐼𝐼

𝜕𝑟
= 0, on 𝑟 = 𝑏 (1) 

In Eq. (1) 𝑘 denotes the wave number and 𝐺 stands for a dimensionless permeable coefficient (Konispoliatis 

et al., 2022). Applying the method of separation of variables in the Laplace equation the velocity potential can 
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be expressed as a superposition of eigenfunction solutions satisfying the corresponding boundary conditions 

at the surface boundaries of the body (Konispoliatis et al., 2022). 

3. Numerical results

This subsection is dedicated to the presentation of the horizontal exciting forces on the system’s impermeable 

wetted surface (i.e., inner cylindrical body). Here, the inner radius equals to 𝑏 = 𝑎/2 and the water depth 𝑑 =
4𝑏. Several real and complex dimensionless porous coefficients are examined, i.e.,  𝐺 = 0.5, 1, 2.5, 5 and 𝐺 =
0.5 + 𝑖, 1 + 𝑖, 2.5 + 𝑖, 5 + 𝑖. Also, the case without the presence of the permeable sidewall is considered. It 

should be noted that for 𝐺 = 0 the sidewall is assumed impermeable (i.e., no water is getting inside or outside 

the surface), whereas as 𝐺 increases, more water is allowed through the pores of the side surface, until 𝐺 ≫ 0, 

in which the surface is, literally, completely permeable to fluid (i.e., no presence of the surface). The presented 

numerical results are normalized by the factor 2𝜌𝑔𝑑𝑏(𝐻/2), where 𝜌 is the water density and 𝑔 is the gravity 

acceleration.  

It can be seen from the Fig. 2a, b that as the porous coefficient decreases the horizontal exciting forces on the 

impermeable cylindrical body also decrease, since the permeable surface dissipates the wave energy, 

concluding that the presence of the permeable surface can reduce the wave loads on the body. As far as the 

effect of the real and complex porous coefficient on the exciting forces is concerned, it can be seen that the 

imaginary part of 𝐺 causes a decrease of the values of the horizontal forces. Physically, the real and imaginary 

part of the porous coefficient represent the drag term and the inertia term (Teng et al., 2001). 

Fig. 1. 3-D representation of the examined permeable cylindrical system 

(a)  (b) 

Fig. 2. Dimensionless horizontal exciting forces for various examined 𝐺 values. The results are also compared with the case of a fully 

permeable side wall, i.e., 𝐺 >>0: (a) Real values of 𝐺; (b) Complex values of 𝐺 
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ABSTRACT 

The skewness-ratio (i.e., standardized skewness of the differenced process) is shown to have a high impact to 

the average (over all inundated cells) of flood-related variables, such as depth and velocity, when is originated 

from a streamflow process exhibiting time-irreversibility (i.e., its joint distribution changes after reflection of 

time about the origin) and/or long-range dependence (i.e., power-law asymptotic decay of its autocorrelation 

function). A simple way to quantify time-irreversibility is through the skewness coefficient of the differenced 

process, while the long-range dependence behaviour can be identified through the climacogram estimator (i.e., 

adapted for bias variance of the averaged process vs. scale). In this work, the spatial distribution of the 

skewness-ratio is assessed and quantified through a real case scenario of flood mapping. It is found and 

discussed that depending on the distance from the river, different degrees of skewness-ratios may exist and 

have an impact on the temporal distribution of the flood-momentum and the increase of flood-risk. 

Keywords: stochastics, flood, streamflow, dependence, irreversibility 

1. Introduction, Methods and Application

The long-range dependence (also known as long-term persistence or the Hurst phenomenon; Hurst, 1951) is 

related to the asymptotic power-law behaviour at large scales of the autocorrelation function of a stochastic 

process. It is shown that it can be efficiently simulated through the explicit preservation of the climacogram 

(i.e., adapted for bias variance of the averaged process at the scale domain; which is preferred to the more 

traditional autocovariance and power-spectrum at the lag and frequency domains, respectively; Dimitriadis 

and Koutsoyiannis, 2015) along with the probability distribution function of the process expressed through 

any number of its marginal moments (Koutsoyiannis and Dimitriadis, 2021). Interestingly, most of the key 

hydrological-cycle processes are shown to exhibit the long-range dependence behaviour (Dimitriadis et al., 

2021). 

The time-irreversibility is a model attribute of a stochastic process related to its distribution in time, which is 

shown to be efficiently simulated through the preservation of the skewness coefficient of the differenced 

process (Koutsoyiannis, 2019). Although for most of the key hydrological-cycle processes, time-irreversibility 

can be assumed negligible at fine scales (and is often apparent in high-resolution timeseries), for the streamflow 

process its impact can last even for several days (Vavoulogiannis et al., 2021). 

Both the long-range dependence and the time-irreversibility can highly increase the variability of the 

streamflow process, and therefore, to any related processes such as the ones involved in flood inundation 

mapping (e.g., flood depth and water velocity). In this work, the impact of time-irreversibility and long-range 

dependence is assessed through the spatial distribution of the skewness-ratio (i.e., standardized skewness of 

the differenced process) of the depth and velocity through a Monte-Carlo application of flood mapping at the 

Peneios river in Greece (Fig. 1). 

2. Results and Discussion

To test the impact of both behaviours (i.e., time-irreversibility and long-range dependence) in the flood 

mapping, a Monte-Carlo experiment is performed at the area of interest (Fig. 1). Particularly, 100 synthetic 

streamflow timeseries are generated by preserving the important stochastic properties of a daily recorded 

timeseries of more than 10 years of length at an upstream station at the area of interest. For the simulation of 

the streamflow, the Asymmetric Moving Average (AMA) scheme (Koutsoyiannis, 2020) is employed, where 

the observed skewness coefficient of the timeseries and the differenced timeseries is estimated as 3.9 and 1.3, 
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respectively, the Hurst parameter (indicative of the strength of the long-range dependence) is estimated as H 

= 0.8, and the Pareto-Burr-Feller probability distribution is used (for definition see Dimitriadis et al., 2021). 

For the flood inundation, the dynamic-wave scheme of the HEC-RAS 2D model is applied with a rectangular 

grid of 50×50 m2 pixel area (www.hec.usace.army.mil/software/hec-ras/). It is found that the skewness-ratio 

of both the flood depth and the water velocity are affected by the explicit preservation of time-irreversibility 

and long-range dependence, but at a different degree dependent on the distance from the river, which carries 

the longitudinal momentum of the flood, and therefore, it is expected to have an impact on flood-risk. 

Fig. 1. The area of interest at the Peneios river in the Thessaly plain (Greece) [left]; A recorded timeseries at the upstream station (inflow) 

and a simulated one preserving time-irreversibility and long-range dependence. 
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ABSTRACT 

Herein, a reconstruction of the flash flood of Mandra (Greece, 2017) is presented, based on field data collection 

and the use of two different numerical models. Specifically, we developed a field dataset of post-flood mud 

footprints on buildings and used it to calibrate the hydrodynamic HEC-RAS software; then, the hydrodynamic 

MIKE FLOOD software was run, using the same input parameter values as in the calibrated HEC-RAS model 

(informed modeling).  

1. Introduction

On 15th of November 2017, a severe flood hit the town of Mandra which is located about 20 km north-west 

of the center of Athens, Greece. The socio-economic consequences were huge, while 24 casualties were 

reported. Since then, there have been several attempts to model this event, e.g., Diakakis et al. (2019) and 

Bellos et al. (2020). In this work, we perform a posterior simulation of the event at three steps: a) collecting 

field data of post-event mud footprints on buildings; b) simulating the event applying the HEC-RAS software 

and using the collected field data for calibration and validation of the required input parameters; c) running the 

MIKE-FLOOD software using the above calibrated values. 

2. Post-event analysis

A few days after the flood event, maximum water depth data were collected in the field, using as a proxy the 

mud footprints observed on the walls of the inundated houses and buildings. Specifically, the research team 

collected 44 maximum water depths distributed in the city, which are depicted in Figure 1.  

For the numerical modeling, HEC-RAS was used first within the urban area, and specifically the 2D diffusion 

wave model, which is a simpler model of the 2D Shallow Water Equations. The input was an ensemble of 100 

hydrographs, produced by Bellos et al. (2020) based on a Monte Carlo approach, which enter the city from the 

upstream Agia Aikaterini catchment. In order to represent the buildings within the city, a local increase of 

Manning coefficient was employed. The required input parameters of the model were calibrated via a grid-

search algorithm against the collected field data, as described by Handrinos et al. (2021). As far as the 

Confidence Interval (CI) of the input flood hydrograph is concerned, the calibrated value was CI=30%, 

whereas for the Manning coefficient n of the city roads, the calibrated value was n=0.06 s/m1/3.  

Subsequently, we transferred the HEC-RAS calibrated input parameter values to MIKE FLOOD, which also 

solves the 2D diffusion wave equations, but using a different numerical method. The MIKE FLOOD 

configuration (computational area, boundary conditions, bathymetry, boundaries of buildings) was the same 

as in HEC-RAS, except for the way used to represent buildings (free-slip boundary condition). The comparison 

between the observed data, the numerical results derived by the calibrated HEC-RAS model and the 

corresponding results derived by the informed MIKE FLOOD model is depicted in Figure 2. The Root Mean 

Square Error (RMSE) metric for HEC-RAS was 0.73 m while the corresponding for MIKE was 1.63 m.    
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Fig. 1. Computational domain of Mandra town and location of the observation points 

Fig. 1. Comparison between observed data, HEC-RAS results (calibrated) and MIKE FLOOD results (informed) 

3. Discussion and concluding remarks

In this work, a three-step reconstruction of a flood event is presented, which includes maximum flood depth 

field data collection, calibration of the required input parameters of a numerical model against the observed 

field data, and transfer of the calibrated input parameters to another numerical model. In general, there is an 

area of the city where both models failed to reproduce the flood sufficiently, either overestimating or 

underestimating the maximum observed flood depths (gauges 29-41), which is probably due to each model’s 

structure and the simplifying assumption regarding the validity of the diffusion wave model. For the remaining 

observation points, the calibrated HEC-RAS seems to capture the flood characteristics reasonably well. On the 

other hand, the indirectly calibrated MIKE FLOOD seems to overestimate flood depths in a systematic way. 

The latter observation does not indicate that one software is better than the other, but that every software has 

its dynamics and the transferability of the parameter values cannot be performed in blind trust, while a direct 

calibration of a model’s input parameters is preferable. 

Acknowledgements: Thanks are expressed to DHI (Greece) for providing free access to the MIKE FLOOD software. 
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ABSTRACT 

This work highlights the effects of nonlinearity on extreme events rising during directional focused and random 

wave simulations in finite water depths. Large waves are formed through a series of linear and nonlinear 

focused and random simulations. The effect of water depth and directionality is considered by applying 

different directional spreadings relating to a range of short crested to long crested sea states. The sea-state 

becomes more long-crested during the formulation of the extreme events in both focused and random nonlinear 

simulations, while being highly dependent on the directionality of the wavefield. 

1. Introduction

The determination of the largest crest elevations of the design wave is paramount for the determination of any 

over-topping and the calculation of the wave loads acting on marine and coastal structures. The affected area 

hit by an extreme event, associated with the crest width, can have a large effect on the stability and resilience 

of the structure. Adcock et al. (2015) have worked on simulated nonlinear random deep-water directional 

waves measuring the changes of the crest width during the formulation of large waves compared to linear 

theory, using the weakly nonlinear Schrödinger equation. They have shown that even where there is only a 

marginal change in the maximum surface elevation, there is an increase in the crest width and the large waves 

tend to move to the front of the wave packet, extending the crest width but also the duration of the extreme 

events compared to the ones predicted by linear theory; the so-called “walls of water”.  

This study focuses on the large events’ wave-front of the wave crest and highlights the necessity to incorporate 

physics beyond linear theory in relation to the crest width. Firstly, it seeks to confirm the deep-water findings 

of Adcock et al. considering a fully nonlinear model incorporating a broad-banded energy distribution in the 

various frequencies. The main purpose of this work though, is to investigate whether these findings in deep-

water are also relevant to large waves propagating in finite water, for a series of short-crested to long-crested 

directional focused and random wavefields. 

2. Wave Modelling

2.1. HOS-Ocean 

HOS-Ocean (Ducrozet et al., 2016) is an open-source fully nonlinear model that can simulate the evolution of 

a fully nonlinear wavefield, incorporating the wave energy spread both in the various frequencies and the 

various directions without any narrow-banded assumptions. It is based on the High-Order Spectral method, 

presented in the original work of West et al. (1989) and Dommermuth and Yue (1989). 

2.2. Initial Conditions 

The initial conditions for all simulations involved a JONSWAP amplitude spectrum with a peak period of Tp 

= 10s, a peak enhancement factor of γ = 2.5 and a linear amplitude sum of the frequency components equal to 

A = Σai = 9.5m for focused wave events and A = 25m for the random. The Mitsuyasu (1975) spreading 

parameters used for comparison are s = 7, s = 45 and s = 150. The simulations were first conducted for infinite 

water depth conditions and then for finite water depth (15m), keeping every other parameter the same. 

2.3. Measuring crest width 

In order to measure an effective crest width, a minimum of 30% of the ηmax of each linear case is considered, 

so as to measure the portion of the crest that is exceeding this height.  By measuring crest width above a certain 

threshold, ensures that the measurement accurately represents the effect of the large wave, while considering 

the heights that hold more significance for an event labeled as extreme. 
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3. Results

3.1. Deep Water 

Overall, the results in deep water are relatively consistent with the findings of Adcock et al. (2015), showing 

significant increases in crest width while maintaining a small but significant increase in crest height. 

Particularly in less directional cases, where the crest width increase is close to 40%, the change in shape of the 

highest crest is evident; the crest has a slight bend around the direction of propagation while having a slimmer 

profile creating a so-called “wall of water”. 

Fig. 1. Left: Contour plots for long-crested focused events for (a,c) linear case, (b,d) nonlinear case in (a,b) deep, (c,d) intermediate water, 

Right: Comparisons between linear and nonlinear crest width 

3.2. Intermediate Water 

In intermediate water, the results show a significant difference in the trend shown in deep water. Crest height 

is significantly reduced, particularly in the less directional cases but the energy is spread much more widely 

along the perpendicular direction to propagation (y). This causes a large increase in crest width, with the 

disturbance in the wavefield during the extreme events being almost double as wide during nonlinear 

propagation. 

4. Conclusions

In all simulations, focused and random, a clear trend of increased crest width during nonlinear formation of 

large wave events is evident, both in deep and intermediate water. While confirming the results of Adcock et 

al. (2015) in deep water, this work makes the case for the formation of similar “walls of water” in intermediate 

depth. Despite reduction in crest height compared to linear, nonlinear results show a much wider energy spread 

along the perpendicular direction to propagation, particularly in less directional wavefields. This has the effect 

of significantly wider distance over the 30% of the linear ηmax threshold, despite the reduction in crest height. 
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ABSTRACT 

In the present work, Intensity-Duration-Frequency (IDF) curves are developed based on a global precipitation 

dataset, namely the satellite dataset of the National Oceanic and Atmospheric Administration (NOAA) called 

Climate Prediction Center Morphing (CMORPH) product. IDF curves were developed using the Generalized 

Extreme Value Distribution (GEV). Parameters of the distribution were estimated employing the L-Moments 

method, for time scales ranging from 30 min to 48 h and for return periods of 2, 5, 10, 25, 50, 100, 500, 1,000 

and 10,000 years. Furthermore, the satellite-based IDF curves were compared, a "point-to-pixel" analysis, with 

the rain gauge-based IDF curves recently developed by the Greek Flood Risk Management Plan for Thessaly 

River Basin District. The results revealed a variability ranging from about -15 % to about 60 %, depending on 

the duration and the return period examined. Overall, as the return period increases the percent difference 

decreases. 

1. Introduction

Development of Intensity-Duration-Frequency (IDF) curves is based on frequency analysis of past records of 

rainfall Annual Maxima Series (AMS) and/or Peak over Threshold (POT) series. However, in many regions 

around the world, especially in developing countries, long rainfall datasets are not available because of 

limitation in spatial coverage, short rainfall records and low data quality. Researchers have investigated the 

use of alternative rainfall measurement methods for developing IDF curves, such as radar and satellite (e.g., 

Marra et al., 2017; Bertini et al., 2020). However, there are still limitations related to these approaches. In 

relation to the aforementioned issues, the main goals of the present work were to: (i) develop IDF curves 

utilizing a satellite derived global dataset; and (ii) compare the satellite-based IDF curves with the rain gauge-

based IDF curves recently reported by the Greek Flood Risk Management Plan for Thessaly River Basin 

District (RBD; 2017). 

2. Materials and Methods

The IDF curve for the Karditsa station (lat.: 39.37, long.: 21.93, altitude: 103 m a.m.s.l.), recently developed 

by the Greek Flood Risk Management Plan for the Thessaly RBD (2017), is given by Eq. (1). 
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where: i is the rainfall intensity (mm/h), T is the return period (years), and t is storm duration (h).

During the last years, a wide variety of satellite precipitation products have been developed (e.g., GPCP, 

CMAP, TRMM, CPC, PERSIANN, CMORPH, GPM, MSWEP), with temporal resolution ranging from 30 

min to monthly and spatial resolution ranging from 0.1° to 2.5°. For more information and an inter-comparison 

of the various products the interesting reader is referred to Sun et al. (2017). In the present work, we utilized 

the CMORPH dataset (Joyce et al., 2004), as it has the highest spatial (i.e., 8 km x 8km) and temporal resolution 

(i.e., 30 min) and the longest record (1998-2019). Data was downloaded from the data server of the Climate 

Prediction Center (CPC) of the National Oceanic and Atmospheric Administration (NOAA; 

ftp://ftp.cpc.ncep.noaa.gov/precip/global_CMORPH/). A MATLAB code was written in order to extract the 

needed information (i.e., precipitation data for the pixel of Karditsa station). Finally, the Generalized Extreme 

Value (GEV) distribution was used for modeling AMS, with parameters being computed using the L-Moments 
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method, for rainfall duration of 30 min, 1 h, 2 h, 3h, 6 h, 12 h, 24 h and 48 h and return periods of 2, 5, 10, 25, 

50, 100, 500, 1,000 and 10,000 years. All computations were undertaken utilizing the Hydrognomon software. 

3. Results and concluding remarks

Eq. (2) presents the IDF curve, developed based on the CMORPH global dataset. The IDF curve has been 

developed for the pixel representing Karditsa station. The distance between the cell center and the rain gauge 

is about 500 m. 
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+
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i

t
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where: i is the rainfall intensity (mm/h), T is the return period (years), and t is storm duration (h).

The change factor of rainfall intensities, Eq. (2) to Eq. (1), ranges from 0.78 to 1.63. Fig. 1 presents the change 

factor between the satellite-derived and the rain gauge-derived IDF curves for different durations and return 

periods. It can be observed, that as the return period increases the change factor (i.e., difference) between the 

satellite-derived and the rain gauge derived intensities decreases. Overall, the change factor in precipitation 

intensities ranges according to the return period and the duration examined. However, it must be noted that the 

reported change factor is affected by the use of a "point-to-pixel" analysis. Due to the nature of such an analysis 

there is an anticipated difference between the two estimates (point vs areal). 

Fig. 1. Change factor between rainfall intensities for the satellite-derived and the rain gauge-derived IDF curves 

Development of IDF curves is essential for planning of long-term management and adaptations in water related 

sectors. Overall, the comparison between the satellite-derived and the rain gauge derived IDF curves 

demonstrates the potential of using satellite-derived rainfall information for ungauged and/or poorly gauged 

basins. However, standardized guidelines for development of IDF curves employing satellite, radar and re-

analysis precipitation data do not exist. 
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ABSTRACT 

1. Context and objectives

Various tools are now available to confidently extract information about the dynamics of large water masses 

from satellite observations. We consider how to use them to improve the numerical prediction of floods by 

hydraulic models based on the 2D SWE, like TELEMAC- (www.opentelemac.org).  

A number of studies have already tried to improve the calibration of the 2D SWE (i.e. the friction) for flood 

prediction. However, the procedure still needs qualifying on considering the various possibilities to use i.e. 

postprocess the data (Hostache et al., 2018).  

In this contribution, we propose a procedure to post-process and next assimilate Sentinel-I SAR data into 

TELEMAC-2D. To start with, we evaluate the numerical prediction of a flood event of 3 days by TELEMAC-

2D in comparison with the data post-processed following our proposed procedure. The numerical results show 

that our post-process data correlate well with numerical predictions obtained from pure in-situ data. So they 

could be further used to guide future predictions, after hybrid calibration with data collected in-situ and 

remotely. 

2. Materials and methods

2.1. Case study 

The study area is in the center-east part of France, on the northern-east side of Lyon Metropolitan city, within 

the 20 300 km² of the Rhone at Lyon catchment area. We were provided with a TELEMAC-2D model of the 

area composed of 117 682 nodes and 233 906 meshes. It was built accordingly to obtain maximum precision 

in the Rhone riverbed and near road embankments for an optimum operation of the hydraulic gates. Thus, the 

different levels of mesh refinement are 25m long and 15m wide structured mesh in the riverbed and 10m to 

50m mesh for the other areas. The model was calibrated on the flooding event of February 16th, 1990 using a 

detailed flood map of the event, flood lines and Cusset hydroelectric power plant operation details.  

In-situ observation data of the current study domain originate from hydrometric stations located at the upstream 

and downstream of the domain. The latter are accessible through a National portal 

(https://www.hydro.eaufrance.fr/). Inflow discharge as well as water level since November 2014 are recorded 

by the stations.  

Regarding satellite data, SAR has been chosen as the main source of information, its weather-independence 

and day-and-night capabilities provides tremendous advantages for monitoring flooding events. Sentinel-1 

SAR products presents high temporal and spatial quality, while they are accessible through ESA Sentinel Hub 

(https://scihub.copernicus.eu/dhus/).  

Remaining data include a 5m Digital Elevation Model (DEM) of the area, from French National Institute of 

Geographic and Forest Information open database (https://www.ign.fr/). The DEM is important for the 

retrieving of flood water depth maps, while it it has a 20 cm elevation accuracy. A 2018 Copernicus Mission’s 
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Corine Land Cover grid of 100m resolution is used to extract the land characteristics. These characteristics are 

integrated in the model as suitable friction coefficients. 

2.2. Methodology 

Flood extent mapping is a required step in accessing flood water depth maps. Using Sentinel-1 amplitude 

images, a flood extent map is retrieved after radiometric and geometric corrections. Two methods have been 

compared, namely the adaptive threshold method of Martinis et al (2015) and the Random-Forest classification 

method. 

Flood extent maps provide flood boundaries information. Hence, flood water stages at the land-water interface 

as well as flood depth across the floodplain can be derived for a given event owing to an overlay operation 

with a high-resolution DEM, followed by a water surface elevation interpolation across the floodplain. After 

confronting processed data with hydrometric stations and numerical model results, remotely sensed datasets 

are used to recalibrate model roughness coefficients through 2D hydrodynamic calculations (Goeury et al, 

2022).  

3. Preliminary Results

Figure 1 presents flood extent extraction limitation using a single threshold technique owing to sensors 

difficulties in detecting flooded urbans areas due to double bounce backscatters.  

Fig. 1. Flood extent extraction from SAR Sentinel-1-A band-C image acquired on January 26th 2018, polarisation VV (Mbonyinshuti Kevis). 
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ABSTRACT 

There are still unexplored phenomena that affect scour depth. On a group of bridge piers protected with riprap 

sloping structure, appearance of intensified downstream scour hole has been noticed. Considering that the 

geometry of riprap sloping structure affects the downstream scour hole, new parameters have to be included 

in the empirical formulae. Since employing new parameters may lead to inaccurate scour estimation because 

their dependence on other parameters is unknown, a Principal Component Analysis (PCA) is performed in this 

work to select the most important parameters in the scour process before introducing new parameters. The aim 

of this work is to test the contribution of the new parameters to the total variance of the scour depth. 

1. Introduction

Scour is a complex phenomenon due to many independent processes that affect scour depth – complexity of 

the channel geometry, 3D flow pattern associated with vortex system, riverbed particle size distribution 

depending on of specific sediment transport mode (live-bed or clear-water), uncertainty due to the duration or 

sequence of multiple flood events, etc (Kuspilić and Gilja, 2018), (Gilja et al., 2019). Since many parameters 

are involved in the stochastic scour process, the parameters that most affect scour depth must be selected to 

obtain simplicity of the empirical formulae (Cikojević et al., 2019), (Harasti et al., 2021). An effective method 

for this purpose is principal component analysis (PCA analysis). It reduces the number of parameters and 

retains only those that contribute most to the variance, while maintaining sufficient accuracy of the scour depth. 

Previously, PCA analysis was used to test the contribution of new parameters for different granulometric 

classes before proposing new scour formulae (Annad et al., 2021). Furthermore, PCA analysis eliminated 

unnecessary parameters before grouping similar observations with hierarchical clustering to develop new scour 

depth formulae (Oğuz and Bor, 2021). 

2. Results

Data uses in this paper were overtaken from USGS public database (Benedict and Caldwell, 2014). The data 

were filtered to include only the following ranges (Table 1) with 144 samples left.  
Table 1. Formatting rules 

Description Symbol Min Max 1 2 3 

Pier-scour depth [m] ds 2 10.4 - - - 

Pier width normal to flow [m] be 0.6 28.7 - - - 

Pier width [m] b 0.5 19.5 - - - 

Pier length [m] l 2.4 38.1 - - - 

Recurrence interval [year] RI 2 500 - - - 

Median particle diameter [mm] D50 0.008 31.2 - - - 

Approach velocity [m/s] v0 0.2 3.9 - - - 

Approach depth [m] y0 2 22.5 - - - 

Angle of flow attack [°] θ 0 46 - - - 

Pier type type - - single no information group 

Pier nose shape shape - - round square sharp 
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PCA analysis shows that 46 % of the variation in the dataset can be explained by two principal components. 

Geometric variables have the greatest impact on the first component (F1): scour depth ds, pier width b, pier 

length l and pier width normal to flow be with a contribution of 30 %. The second component (F2) is dominated 

by hydraulic parameters (approach water velocity v0 and water depth y0) and angle of flow attack θ with 16 % 

of data variability (Fig. 1). 

Fig. 1. Loading plot (left); PCA score plot (right)  

Parameter vectors closer to the center of the coordinate system of loading plot vary more such as: recurrence 

interval RI, pier type, and pier nose shape. When two vectors are positioned in the opposite quadrants, they 

usually have a negative covariance, which means that ds increases with increasing y0 and with decreasing D50. 

When the vectors meet at an angle of 90 degrees, they are probably not correlated which is evident in the case 

of ds in relation to the θ and v0. If we exclude RI, pier type, and pier nose shape from the analysis, the first 

three components (with the same variables ds, b, l, be, y0, v0) explain 75 % of the variability in the dataset. The 

PCA score plot shows all samples with their contribution to the first and second principal components. Data 

were divided into quartiles according to scour depth. Clustering of certain data could be noticed. All quartiles 

are vertically aligned in order from the 1st to the 4th quartile, indicating that greater scour depths have a greater 

impact on the first component. The 4th quartile data are farthest from the center of the coordinate system which 

means that greater scour depths do not vary in relation to smaller scour depths. 

3. Conclusion

PCA analysis proved to be a useful tool for estimating the contribution of each variable, especially for complex 

natural phenomena such as scour with a large number of configuring variables. Based on the PCA results, 

clustering of certain data has been noticed. Therefore, when new parameters are implemented in the scour 

formulae, it is recommended to analyze the interdependence of the parameters with regression models, as this 

exceeds possibilities of PCA analysis. The contribution of this work represents the basis for the future 

development of a new empirical formula with new parameters that affects the scour depth (Gilja et al., 2020). 
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ABSTRACT 

In the present paper, concepts of the Theory of Information, developed by Claude Shannon (Shannon, 1948), 

are applied to estimate and detangle components of hydrological uncertainty. The difference between the 

information contained in observed and simulated time series of runoff is considered as the total hydrological 

uncertainty because uncertainty is the gap between available and required knowledge. This approach is more 

intuitive than the traditional treatment of uncertainty as confidence intervals. Moreover, a theoretical 

framework is developed, in which the components of total uncertainty are explicitly defined and a novel 

method of splitting epistemic uncertainty into structural and parametric is being applied. In the benchmark 

article titled “Twenty-three unsolved problems in hydrology (UPH) – A community perspective” (Blöschl et 

al., 2019), it is noted that disentangling and reducing the model uncertainty into its components is considered 

one of the unsolved problems in hydrology and a challenge of modern hydrology.  

1. Introduction

The present paper is based on the Theory of Information, developed by Claude Shannon (Shannon, 1948).  

According to this paper, any time series X contains information estimated by Shannon’s definition of entropy: 
N

i 2 i

i 1

H(X) p(x )log p(x )
=

= − (1) 

where H(X) denotes the information of X and xi denotes a discrete value of X (1 i N  ). When the logarithm 

of Eq. (1) has a base equal to 2, the unit of measurement of information is the bit. Similarly, a pair of time 

series X and Y contain information denoted as H(X,Y), which is calculated by the following equation: 
N M

i j 2 i j

i 1 j 1

H(X,Y) p(x , y ) log p(x , y )
= =

= − (2) 

The mutual information between time series X and Y is denoted by I(X,Y) and is given by the equation: 

I(X,Y) H(X) H(Y) H(X,Y)= + − (3) 

2. Application of Information Theory to hydrological simulation

According to Gong et al. (2013), the various types of hydrological uncertainty can be treated as the difference 

between the informational content of the time series {X}obs, Qobs, and Qsim. Let {X}obs denote the set of the 

observed time series used as inputs of the model, Qobs the time series of observed runoff, and Qsim the time 

series of the simulated runoff. Thus, we define: 

1. the required information H(Qobs) for the simulation as the informational quantity needed to be inputted into

the model, to obtain a perfect simulation of the time series of observed runoff Qobs.

2. the available information of the given data set as the informational content of set {X}obs which can be

associated with the time series Qobs and, by extension, can be exploited by the hydrological model. The

available information of a data set {{X}obs;Qobs} is equal to I({X}obs;Qobs).

3. the explained information by the model as part of required information that can be reproduced from the

simulation. This quantity is equal to the mutual information of time series Qobs and Qsim, i.e., I(Qobs;Qsim).

4. the aleatory uncertainty of the given data set as the deficit of available information which forces the

hydrological simulation to be unperfect. Therefore, aleatory uncertainty is defined as the difference between

required and available information.

273

mailto:findanis@topo.auth.gr
mailto:agloukas@topo.auth.gr


DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

5. the epistemic uncertainty of a model as the information loss, which occurs while conducting the simulation,

due to the imperfect structure of the model and the parametric uncertainty. Thus, epistemic uncertainty is the

difference between available and explained information.

Let Φ and Ψ denote the aleatory and epistemic uncertainty respectively. Based on the above definitions, it can 

be written that: 

obs obs obs obs obsH( ) I({ } ; ) H( |{ } )= − =Q X Q Q X (4) 

obs obs sim obsI({ } ; ) I( , )= −X Q Q Q  (5) 

3. Decoupling epistemic uncertainty into structural and parametric uncertainty

The epistemic uncertainty depends on the structure of the model and its selected parameters. Therefore, we 

embrace the following axiomatic relationship, 

 =  +  (6)

where Δ and Θ denote the structural and parametric uncertainty, respectively. The parametric uncertainty is a 

function of model parameters θ, i.e., Θ=Θ(θ), whereas Δ is independent of θ. We define the structural

uncertainty of a model, as the global minimum of function Ψ(θ). It holds,

0( ) = θ (7) 

where θ0 is the set of parameters which minimizes the function Ψ, namely 

0

d
0

d =


=

θ θθ
(8) 

Thus, the structural uncertainty Δ is treated as the minimum value of epistemic uncertainty found in the entire 

domain of θ, and the parametric uncertainty Θ as the fluctuation of epistemic uncertainty from its minimum 

omnipresent value. After implementing Eqs. (7) and (8) to calculate structural uncertainty, Eq. (6) for Θ is 

solved to estimate the parametric uncertainty corresponding to a given parameter set θ1. Therefore, 

1 1 0( ) ( ) ( ) = −θ θ θ (9) 

4. A proposed framework for determining uncertainty components

The steps of the proposed framework to calculate the aleatory, epistemic, parametric, and structural 

uncertainties are presented below: 

1. Select the appropriate hydrological model for the simulation.

2. Pinpoint the observed input data {X}obs and the observed time-series of runoff Qobs.

3. Calibrate the hydrological model. Let it assumed that the best set of parameters is equal to θ1.

4. Perform the simulation to produce time series Qsim

5. Implement Shannon’s definition to estimate the marginal entropies H(Qobs), Η(Qsim) and the joint entropies

H(Qobs, Qsim), H({X}obs,Qobs) and H({X}obs).

6. The information required to acquire an accurate simulation of Qobs equals to Η(Qobs).

7. The aleatory uncertainty of observed data is estimated by Eq. (4).

8. The available information I({X}obs;Qobs) contained in the data, which can be exploited by the hydrological

model, is equal to H({X}obs)-Φ.

9. The explained information by the model is equal to I(Qobs,Qsim) and it is calculated via Eq. (3).

10. Use Eq. (5) to estimate the epistemic uncertainty Ψ of the calibrated model. This value of Ψ is denoted by

Ψ(θ1) because it corresponds to the parametric set θ1.

11. Recalibrate the model using the criterion min(Ψ) to determine the parametric set θ0, for which the

parametric uncertainty is zero. This process requires looping through steps 4, 5, 9 and 10. The minimum

value of Ψ is, by definition, the structural uncertainty of the model.

12. Use Eq. (9) to estimate the parametric uncertainty of the model for θ=θ1.

The above framework has been applied to specific cases and models. 
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ABSTRACT 

High-fidelity numerical modeling of natural rivers can provide valuable insight for many engineering 

purposes; however, the many complexities in the riverine environment require simplifying assumptions to 

facilitate the numerical simulations. Our study explores how complex vegetation along the banks can impact 

the hydrodynamic results in rivers using large eddy simulations (LESs) by incorporating trees into the model 

using two approaches: (1) discrete modelling of individual tree-like structures and (2) extraction of momentum 

from tree regions using a vegetation model. The results from both approaches demonstrated that trees 

redistributed the flow within the river. The unit flow rate was significantly reduced along the banks and 

increased in the center of the river when compared to simulations which omitted bankline trees. Likewise, the 

bed shear stress was redistributed in the simulations with trees which can impact morphological predictions 

such as bank erosion and sediment transport potential in rivers. In addition, both vegetation approaches showed 

reductions in TKE within the tree regions but increases in TKE immediately adjacent to the banks due to shear 

layers. The two vegetation approaches did differ, however, with respect to near-bank turbulent structures. 

1. Methodology

To explore the effect of bank-lined trees, a case study for a long reach of a large natural river was simulated at 

flood stage using LES for three scenarios: (1) baseline case without trees, (2) using discrete tree-like structures, 

and (3) using a vegetation (canopy) model. 

1.1. Case Study 

The American River is a large meandering river located in Northern California. A 1150 m long reach of the 

main channel of the river was studied which was lined on both banks with mature trees. The channel bed was 

comprised of sand, gravel and cobbles and displayed noticeable bedforms, scour holes and gravel bars.  Using 

a flood discharge of 3330 m3/s, the mean depth in the river was 12.2 m with a mean velocity of 2.24 m/s. 

1.2 Numerical Model 

The LESs were computed using our in-house code, VFS-Geophysics, which employs the Curvilinear 

Immersed Boundary Method (CURVIB) for effectively discretizing the riverine geometry and bridge 

substructure elements using unstructured surfaces for the complex boundaries within the structured flow 

domain (Khosronejad et al., 2020). A sloping rigid lid approximation was used for the water surface and a 

fully developed, turbulent inflow was applied at the upstream boundary.  For each simulation, 24.3 million 

computational grid nodes spaced uniformly in all directions at 0.6 m were used (Flora, et al., 2021, Flora and 

Khosronejad, 2021). 

1.3 Vegetation Modeling 

Two different strategies were used to incorporate the trees along the riverbanks into the numerical models.  

These two approaches were compared to a baseline LES case which did not account for vegetation. 

For the first approach, 1900 tree-like structures representing the size and shape of the trunk and lower 

canopy branches for the trees along our study site were placed along the banks of the river using unstructured 

mesh elements and are resolved using the CURVIB method. The size and orientation of each tree-like structure 

was randomly varied to provide a more natural layout as observed in nature. The spatial placement of the trees 

was determined from aerial imagery and led to variation in inundation for the structures due to the varied 

topography along the banks (Fig. 1a).  

A second tree modeling approach incorporated a “vegetation model” into the code which acted as a 

momentum sink in regions that were delineated as tree regions.  This approach applied a drag force term to the 

momentum equation as defined by Shaw & Schumman (1992) as  
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𝐹𝑖 = −𝜌𝐶𝑑𝐴𝑓(𝑢𝑗𝑢𝑗)
1/2

𝑢𝑖𝛿(𝑥𝑘 − 𝑋𝑘) (1) 

where ρ is the density of the water, Cd is the drag coefficient and Af is the projected area of the vegetation per 

unit volume which varied with tree height (Fig. 1b). The Dirac delta, , distinguishes computational nodes xk 

where the force is applied that are inside the vegetated region, Xk, from those outside of the vegetated area. 

Fig. 1. (a) Example of partially inundated tree-like structures along the bank of the river. (b) . Frontal area density distributions used in the 

Vegetation Model showing the variation in frontal area density (Af) normalized by tree height (h) for a typical tree. 

2. Results

Comparing the LES results revealed a hydrodynamic redistribution of flow in both approaches which included 

the bankline trees as seen in Fig. 2a-c.  The vegetation strongly reduced the velocity magnitude near the  banks 

and increased the flow velocities near the center of the channel  by about 10 to15 percent. A similar effect on 

bed shear stress was also observed. A significant difference in the two vegetation modeling approaches is that 

the tree resolving approach increases vorticity and TKE along the banks due to shedding from the tree-like 

structures (Fig. 2e); whereas, the vegetation model dampens out the vorticity near the banks (Fig. 2f). 

Fig. 2. Contours of the time-averaged velocity magnitude (V) at the water surface normalized with the mean-flow velocity (U=2.24 m/s) for 

the cases (a) without trees, (b) resolved trees and (c) the vegetation model with vegetated regions outlined in white. Contours of the 

normalized time-averaged out-of-plane vorticity (z) near the water surface for (d) the case with no vegetation, (e) the case with resolved 

trees and (f) the case with vegetation model. The black line represents the vegetated regions. Flow is from right to left. 

3. Conclusion

Vegetation is a common feature occurring in riverine environments which should be accounted for in high-

fidelity numerical models. The two vegetation approaches used in this study show possible strategies for 

incorporating bankline trees which have practical implications for assessing the hydrodynamic, morphological 

and environmental conditions occurring during the flood event in the river. 
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ABSTRACT 

The adequate emergency and risk management of flood and erosion in coastal areas requires a combination of 

comprehensive monitoring networks, accurate prediction tools and information platforms that can convey data 

and predictions in a timely and user-friendly way.  Herein, we present a novel web GIS platform for coastal 

flood and erosion management targeted at areas subject to the combined action of waves, surges and tides. 

Information for each coastal region is organized through a coastal observatory concept, and the information is 

tailored to the specific characteristics of each observatory. Many data types were implemented, including 

historical and real-time sensor data and processed remote sensing information obtained from local cameras or 

satellites. Predictions are based on a chain of high-resolution models that operate from the ocean to the coast, 

simulating wave and current hydrodynamics and their interactions, as well as morphodynamics, based on 

models FES2014, WW3, SCHISM and XBEACH. The WebGIS platform provides both spatial and temporal 

information aiming at characterizing hazard, vulnerability and risk. The platform is demonstrated through the 

application to a complex observatory in the central West Portuguese coast, Cova Gala, to address both flooding 

and erosion concerns. 

1. Introduction

Coastal erosion and flooding are among the major hazards in areas exposed to energetic wave conditions, storm 

surges and high spring tides. The consequences of hazardous events depend on the characteristics of the coast, 

requiring detailed monitoring and forecast tools for an adequate prediction of events (Freire et al., 2020). Web 

platforms, integrating GIS capacities and tailored to the needs of end users, are becoming a valuable asset in 

coastal management (Khalid and Ferreira, 2020; Rocha et al., 2021). Herein, we present and apply a WebGIS 

platform that integrates the multiple dimensions of risk assessment, from vulnerability to hazard, from regional 

to local scales, and provides a one-stop-shop access to historical and real-time data as well as models 

predictions. The present deployment of the WebGIS platform includes a coastal observatory located in the 

west coast of Portugal. At Cova Gala, flooding due to wave overtopping and/or dune erosion is the major 

concern and a very complete observatory was built, including real-time sensor data, satellite processed images 

and a complex prediction modeling system. 

2. The MOSAIC WebGIS platform and its components

The MOSAIC WebGIS platform is a generic tool to support flood risk assessment (Rocha et al., 2021), 

developed with Django, a Python-based free and open-source web framework, focused on modularity and 

reusability. It includes a frontend and a backend, with a shared repository for data upload, storage and sharing. 

A complex data model ensures the integration of multiple sources of information, either from models, sensors 

or remote sensing (Fig 1). 

Coastal predictions are provided through the OPENCoastS service (Oliveira et al., 2021) and its underlying 

Water Information Forecast Framework (WIFF, Fortunato et al., 2017). WIFF provides a fully flexible 

customization for the integration of new models through the concept of building blocks required to assemble 
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custom forecast systems. A model workflow was implemented in WIFF comprising regional waves using 

WW3, global tidal levels using FES2014, both forcing SCHISM simulations (Fig. 2), which in turn force a 

local deployment of XBeach. Data sources include historical, targeted field campaign and real-time data and 

remote sensing images from Sentinel 2, processed to determine the water/land interface. 

Fig. 1. Field campaigns: beach profiles over 1 year 

Fig. 2. Cova Gala: SCHISM hydrodynamic model predictions - water levels. 

3. Conclusions

A WebGIS platform for coastal flood and erosion risk management is presented and illustrated in a complex 

coastal observatory, aiming at supporting emergency actions. The next steps will entail integrating data into 

the forecasting procedure through assimilation techniques. Morphodynamic predictions are being integrated 

in WIFF, but accuracy issues require the definition of an intelligent procedure for bathymetry update. 
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ABSTRACT 

Drought analysis in Kythira Island, Greece, is performed in this paper. The analysis is based on four drought 

indices: SPI, RDI, aSPI and eRDI. Drought assessment was achieved through the DrinC model, which was 

also used for the calculation of PET, utilised by RDI and eRDI, and Pe which is used by aSPI. A meteorological 

station dataset (HNMS) and a satellite dataset (DEAR-Clima) were exploited. A general agreement among the 

values of the four indices for the two datasets is detected, which is also confirmed by the Nash–Sutcliffe 

coefficient. The known extreme drought event of 1990 is detected by all the indices. 

1. Introduction

Drought identification is considered valuable for determining the impacts of drought on various sectors 

(economy, environment, society, etc.) and designing the preparedness plans to manage the anticipated drought 

impacts (Rossi et al. 1992). Furthermore, drought monitoring is considered essential for establishing early 

warning systems and adopting the appropriate measures to mitigate the anticipated damages (Wilhite 2009; 

Bordi and Sutera 2007). In this paper, four drought indices were used to assess drought in a Mediterranean 

context, exploiting two different datasets and utilising the DrinC model. 

2. Materials and Methods

Drought identification was performed for the Greek island of Kythira. The island is lying opposite the south-

eastern tip of the Peloponnese peninsula (36°15′27″N, 22°59′51″E). Although the island is located between 

the mainland of Greece and the island of Crete, it is part of the regional unit of Attica. The climate of Kythira 

is typical Mediterranean and according to the dataset obtained from the Hellenic National Meteorological 

Service (HNMS) for the period 1955-2011, the mean annual temperature is about +18° C, while the mean 

annual rainfall depth is approximately 540 mm. 

Four drought indices were calculated for the specific drought analysis. The first two, are the widely used 

Standardised Precipitation Index (SPI) proposed by McKee et al. (1993) and Reconnaissance Drought Index 

(RDI) developed by Tsakiris and Vangelis (2005). The last two, namely the Agricultural Standardised 

Precipitation Index (aSPI) developed by Tigkas et al. (2019) and the Effective Reconnaissance Drought Index 

(eRDI) proposed by Tigkas et al. (2017), are modifications of the former two indices aiming at improving the 

ability to assess agricultural drought. The main advantage of the four indices is their limited data requirements. 

The DrinC model (Tigkas et al. 2015) was used to assess and monitor drought based on the available data. 

Apart from the calculation of drought indices based on the appropriate probability distribution, the estimation 

of potential evapotranspiration (PET) utilised by RDI and eRDI, as well as the estimation of effective 

precipitation (Pe) utilised by aSPI, were also performed through the model.  

Two datasets were utilised for the analysis. The first dataset was obtained by the HNMS, while the latter was 

datamined from the platform Data Extraction Application for Regional Climate (DEAR-Clima). A 6-month 

timescale was selected for the calculation of the indices (in monthly calculation step), which is considered 

suitable for assessing water deficits in various systems, including also proper reference periods coinciding with 

the development stages of major crops in the region. Finally, the Nash–Sutcliffe efficiency coefficient (NSE) 

was used to correlate the output of the indices based on the two datasets. 

3. Results and concluding remarks

A correlation between the rainfall depths of the two datasets was performed resulting in high correlation 

(NSE=0.85) and detecting a slight underestimation of rainfall depths by the satellite dataset. Indicatively, the 

values of the standardised RDI (RDIst) and the aSPI for the 6-month timescale, calculated based on each 

279



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

dataset (HNMS and DEAR-Clima) are presented in Figs. 1 and 2, respectively. 

Fig. 1. The standardised RDI (RDIst) for each dataset 

Fig. 2. The aSPI for each dataset 

As can be detected in the above Figures, there are no significant differences in the values of each index using 

the two datasets, except for the period 1968-1976. This is also evident by the NSE coefficients which range 

from 0.60 to 0.75. There is also a general agreement between the drought events identified by the four utilised 

indices. Finally, all the examined indices capture sufficiently the known extreme drought event of 1990 which 

occurred in the Greek territory. 
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ABSTRACT 

The flooding and damage caused by large floods, such as the events of 2002 and 2013, demonstrate the 

vulnerability of settlement structures along large rivers. The 2013 flood represented an event of above HQ100 

at the Danube in Passau and downstream due to the influence of the Inn River and had record water levels with 

catastrophic effects in part (Bayerisches Landesamt für Umwelt, 2014). As a result, the 2013 flood caused 

damage of around 190 million euros in the city of Passau alone (Wittmann et al., 2015). Due to the existing 

development of large rivers with barrages, the question arises whether a flood reduction can be achieved by an 

adapted operation of the barrages ‒ here, the interaction with the operation of polders is also of particular 

interest (Dickel and Theobald, 2022). 

1. Method to study the interaction of barrage management and polders

The investigation of the more than 200 km long section of the River Inn in Bavaria is carried out on the basis 

of a self-developed model system, in which a one-dimensional hydrodynamic-numerical model is coupled with 

control elements for the representation of the operation of hydraulic structures and the interaction with the 

flow behavior of the river (Theobald, 2008; Theobald et al., 2022). For a development of practice-relevant 

control specifications ‒ both for the so-called barrage management and the polder operation ‒ a consideration 

of operationally available data is essential, as well as extensive analyses and sensitivity investigations. Eight 

of the 15 barrages on the Inn River integrated in the model (Fig. 1, red) are considered in barrage management, 

three of which are located upstream of the confluence with the Salzach River (circled in orange) and five on 

the lower Inn River (circled in green). The exemplarily investigated polder (yellow) is located in the direct 

operational area of the barrage management. The controlling strategies consider different reference gauges at 

the Inn and Salzach rivers (cf. Fig. 1). 

Fig. 1. Modeled area of the Inn River in Bavaria with barrages (red dots) considered in barrage management, divided into barrages upstream 

of Salzach (orange) and downstream (green) as well as gauges (green dots) and location of exemplary polder (yellow) 

In barrage management, the headwater at the barrage is lowered so that the volume thus made available in the 

reservoir can be used to retain volume and reduce the flood peak by increasing the headwater. The control 
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specifications include flood forecasts and discharge measurements (Nußdorf hydropower plant and Laufen 

gauge) for the lowering, while the time-sensitive increasement is carried out entirely on the basis of 

measurements related to the reference gauges Rosenheim II (Inn) and Laufen (Salzach). The increasement 

starts as soon as a subsiding of the flood is registered at the respective reference gauge. In addition to 

overlapping effects of Inn and Salzach, maximum water level, width of crests and onset times of flood peaks 

are taken into account. The measurement-based filling process of the polder is carried out analogously. 

2. Flood peak reduction through combined operation of barrage management and polder

Combined operation of barrage management and polder (Fig. 2, squares) results in a largely additive 

superposition of the individual effects (Fig. 2, crosses and circles) at gauge Passau Ingling, as can be seen, for 

example, in the 2013 flood. The absolute discharge reductions of the combined operation, which are between 

4 and 12 % (ΔQ = 190 to 507 m³/s), arise from a volume retention in the area of the flood peak of 11.5 to 

20 million m³ for barrage management depending on maximum discharge and of 13.4 million m³ through the 

operation of the polder. Also with regard to the water level reductions, the combined operation shows an almost 

additive overlapping of the individual effects, so that the reductions of combined operation are between 17 and 

36 cm at the gauge Passau on the Danube and of 23 to 68 cm at the gauge Schärding on the Inn. This 

corresponds to a significant reduction at the neuralgic locations, which are affected by flooding and damage 

even during smaller floods. Here every reduced decimeter of the maximum water level is essential in general. 

Fig. 2. Absolute peak reduction trough sole barrage management, sole polder operation and their combination at gauge Passau Ingling 

The experiences with regard to large floods of the past decades clearly show the necessity of an integral 

investigation of different flood protection measures. In the overall context of flood protection or retention, the 

investigated barrage management represents an additive component to polders, for example. The high 

reductions determined clearly show the synergy effects of combined operation and their interaction. 

Considering the aspects mentioned above and detailed investigations, the applied method is transferable to 

other river systems. 
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ABSTRACT 

We investigate by three-dimensional large eddy simulations (LESs) the generation of internal solitary waves 

(ISWs) by intrusive gravity currents (IGCs), and their subsequent interaction. The numerical domain was set 

in order to release a uniform fluid in a three-layer stratified ambient, triggering pycnoclines displacements. 

The intrusion, indeed, induces the generation of a train of ISWs that propagates downstream. During the 

simulations, each ISW is completely reflected by the vertical wall placed at the end of the domain. This allowed 

us to study the interaction between the IGC and the reflected, upstream-propagating ISWs. By adopting 

different initial settings, we analyze the influence of the ambient stratification on entrainment of ambient water 

into the intermediate layer and on the induced mixing.  

1. Introduction

Internal solitary waves propagate in stratified environments in presence of thin layers characterized by strong, 

vertical density gradients between the surrounding waters. The interaction between tidal currents and the 

seabed topography, as well as surface and submerged plumes represent the main hydrodynamic processes that 

can lead to ISWs generation. In particular, intrusive plumes are density driven currents propagating into an 

intermediate layer of the stratified receiving ambient. Real field observations and experimental studied showed 

that train of ISWs are progressively released downstream of the plume if: (i) the density of the intrusive current 

is different from the depth-averaged densities of the ambient, (ii) the intrusion propagates in subcritical 

regimes, (iii) the current thickness is larger than the intermediate layer. Each internal wave moves with an 

approximately constant velocity, while the intrusion gradually slows-down due to turbulent dissipation. ISWs 

are observed to separate from the current behind. In small-scale basins (e.g. lakes or sea locks), in presence of 

continental or near-shore slopes the ISWs partially break and part of their energy can be reflected (e.g. 

Toberman et al 2017). Under this condition, the reflected ISWs frontally interact with the shore-ward incoming 

intrusion. Main dynamics driving the process have been recently studied by laboratory (La Forgia et al., 2020) 

and numerical experiments (Ottolenghi et al., 2020). The present work aims at estimating how the interaction 

between ISWs and IGSs may contribute to modify the stratified environment, in terms of entrainment and 

mixing processes.  

2. Numerical setting

Present LESs are performed by using the numerical model of Armenio and Sarkar (2002), based on the filtered, 

Boussinesq approximated, Navier–Stokes equations (more details about the numerical approach can be found 

in Ottolenghi et al., 2020). We set the numerical domain L=2.16 m long, H=0.2 m high, and W=0.2 m wide, 

with 1024, 256 and 64 cells along x (streamwise), y (vertical), and z (spanwise) directions, respectively (Fig. 

1a). A vertical discontinuity is located at the distance x0=0.1 m from the left wall of the domain in order to set 

different density distributions within the lock and the ambient fluid regions. The lock is composed by uniform 

fluid of the density ρ1=1020 kg m-3, while the ambient fluid is characterized by a three-layer stratification. The 

lower layer has a density ρ2 > ρ1, the intermediate layer has a density equal to the lock one, ρ1, and the upper 

layer has a density ρ0 < ρ1. In the present work, we take advantage of the database generated in Ottolenghi et 

al. 2020 to investigate how the interaction between IGCs and ISWs affects entrainment and mixing processes. 

We performed a series of 14 LESs by varying the upper layer depth H1 (from 0.03 to 0.05 m), the intermediate 
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layer thickness h2 (from 0.005 to 0.015 m) and the upper and lower layer densities (ρ0=1000-1010 kg m-3, 

ρ2=1030-1040 kg m-3). This allowed us to investigate different stratification conditions. For each case, we 

estimate the entrainment of ambient waters into the intermediate layer and the mixing in terms of change of 

background potential energy, as in La Forgia et al. (2021). 

3. Results and discussion

The simulation begins as the uniform fluid into the lock interacts with the stratified ambient: an intrusion 

develops, intruding the intermediate layer. At a later stage, an ISW generates downstream the nose of the 

current and gradually separates from the intrusion due to its higher celerity (Fig. 1b). The ISW reaches the end 

of the domain, where it is completely reflected. Then it flows backward towards the source of buoyancy. The 

reflected ISW then collides with the IGC: the wave is compressed in the upper layer modifying its original 

configuration, while the intrusion is pushed at lower depths. As the head region of the intrusion overtakes the 

wave trough, the two phenomena can be distinguished again: the current loses energy and decelerates, while 

the wave continues flowing leftward (Ottolenghi et al, 2020). 

Fig. 1. (a) Sketch of the initial numerical setting; (b) Iso-density surfaces at t=14.3 s, associated to ρ*= 0.1 (upper) and ρ*= 0.9 (lower), being 

ρ* = (ρ− ρ0) (ρ2 − ρ0)-1.  Initial setting parameters: h2=0.005 m, H1=0.0525 m, H3= 0.1425 m, ρ0=1000 kg m-3, and ρ2=1040 kg m-3. 

During each simulation, entrainment of fresher water from the upper layer and saltier fluid from the lower one 

induced a relatively large increase of the intermediate layer thickness. Our results suggest that, during IGC 

propagation, turbulent, shear instabilities developing at the intrusion edges represent the hydrodynamic process 

able to affect fluids entrainment the most. Although during the current-wave engage the intermediate layer 

thickness remains approximately constant, we observed a relatively large increase of mixing. Furthermore, this 

evidence appeared more pronounced for larger undisturbed intermediate layer thickness. While the intrusion 

is responsible of fluid entrainment, which causes a significant increase of the intermediate layer thickness, the 

current-wave interaction represents a physical process able to amplify mixing of the entrained water masses.  
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ABSTRACT 

1. Introduction

The disposal of dense effluents such as the desalination brine in coastal waters, leads to the formation of 

turbulent negatively buoyant jets. Inclined discharges are commonly employed to increase the entrainment and 

thus the final dilution. Several experimental studies have been presented for inclined round dense jets, e.g. 

Papakonstantis et al. (2011a,b), Lai and Lee (2012), Oliver et al. (2013a), but less experimental data exist for 

inclined plane dense jets, e.g. Voustrou (2014), Voustrou et al. (2015), Papakonstantis and Mylonakou (2021). 

Integral models were specifically developed for inclined round dense jets, which take into account either the 

reduced entrainment (e.g. Papanicolaou et al., 2008; Lai and Lee, 2012) or reduced buoyancy flux (Oliver et 

al., 2013b) in the rising branch, or explicitly model the loss of mass from the concave side of the jet through 

the escaping mass approach (EMA) (Yannopoulos and Bloutsos, 2012; Bloutsos and Yannopoulos, 2020). 

However, integral modeling of plane dense jets has not been attempted so far. In this work, two different 

integral models, EMA and GM2D, are used to predict the terminal height of the upper boundary of plane dense 

jets discharged at several angles between 15o and 90o. The predictions are compared to relevant experimental 

data reported by Voustrou (2014) and Papakonstantis and Mylonakou (2021). 

2. Description and application of the models

EMA is a second order approach model based on the integral form of equations of continuity, momentum, and 

tracer mass conservation, considering also escape of masses (Yannopoulos and Bloutsos, 2012). These 

equations are written in a curvilinear cylindrical coordinate system (Bloutsos and Yannopoulos, 2018). Their 

integration on a transverse cross-section is made by using Gaussian profiles for the variation of velocities and 

concentrations. The escaped mass concentration is estimated as a portion Λ of the centerline concentration. A 

sensitivity analysis for Λ ranging from 0.02 to 0.40 showed insignificant effect on the terminal height. All 

cases examined herein, with inclinations in the range 15°≤θ0≤75°, were calculated using Λ=0.04. The closure 

of the system of equations is made by assuming linear spreading rates for the mean axial velocities and mean 

concentrations; the boundary conditions and other useful details of the model are given by Yannopoulos and 

Bloutsos (2012). The solution of integral equations is obtained by the 4th-order Runge-Kutta algorithm, which 

is incorporated in the Fortran Power Station code of EMA. 

The GM2D model is based on the volume, momentum and buoyancy conservation in an inclined turbulent 

buoyant jet discharged from a thin slot. Gaussian distributions for both the velocity and the apparent 

acceleration of gravity are applied. The model follows the formulation presented by Papanicolaou et al. (2008) 

for round negatively buoyant jets and it consists of six nonlinear differential equations for the variation of the 

local flow parameters i.e. the volume flux, the momentum flux, the inclination angle, the buoyancy flux (being 

constant along the trajectory) and the coordinates x, z along the jet centerline. A formula used for estimating 

the local entrainment coefficient in round buoyant jets (Fischer et al., 1979; Papanicolaou et al., 2008) was 

properly adjusted for the plane jet (Kotsovinos and List, 1977; Ramaprian and Chandrasekhara, 1983). The 

equations are solved using a Runge-Kutta routine in MatLab software (Mantsis, 2020), assuming as initial 

conditions the source flow parameters at a distance equal to 5.2w (Jirka, 2006), where w is the discharge slot 

width. The terminal height of the upper jet boundary was obtained by adding to the maximum centerline height 

(calculated by the model) the concentration jet width λb; b being the velocity jet width and λ the ratio of 

concentration and velocity jet width considered equal to 1.3 (Jirka, 2006). It is noted that for angles θο≥60ο, a 
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constant value of b was considered equal to 0.30lΜ, where lM is a length scale defined as 𝑙𝑀 = 𝑤𝐹𝑜
4/3

 (𝐹𝑜 being

the initial densimetric Froude number). 

3. Comparison with experimental data

Figure 1 shows the EMA and GM2D model predictions for the normalized terminal height, Zf/lM, in comparison 

to the experimental data of Papakonstantis and Mylonakou (2021) and Voustrou (2014), with respect to the 

discharge angle, θ0. Both models predict satisfactorily the qualitative variation of Zf/lM with θ0; the quantitative 

agreement is good for small angles (up to about 30o), but the models overestimate the height for θ045o. The 

GM2D prediction is also very good for θ0=90ο, where Zf/lM suddenly decreases due to the high interaction 

between the upward and the downward flow.  

Fig. 1. Comparison between model predictions and experimental data for the terminal height of upper jet boundary. 

4. Conclusions

Both EMA and GM2D models’ predictions, regarding the terminal height of upper boundary of a negatively 

plane buoyant jet, are practically comparable. They predict well the cases for inclination angles less than 45°, 

while overestimate it for greater angles except 90°, where the GM2D model prediction is very good. 
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ABSTRACT 

The dynamics of stratified exchange flow due to saltwater intrusion into ambient freshwater in a submerged 

and obstructed channel is modelled using the computational fluid dynamics approach. The numerical 

experiments are designed to aid the interpretation of density interface-generated turbulence characteristics. 

The computational domain of the numerical study is a full-scale representation of the experimental apparatus 

of a trapezoidal stratified flow flume in the Coriolis Rotating Platform at LEGI, Grenoble.  

1. Validation data

Large-scale laboratory experiments were conducted at the Coriolis Rotating Platform at the Laboratoire des 

Écoulements Géophysiques et Industriels (LEGI) in Grenoble. This facility consisted of a 13 m diameter and 

1.2 m deep circular tank containing a 6.5 m long trapezoidal flume crossed by a stratified flow (De Falco et 

al., 2021). In the experiments, the velocity field was captured with the Particle Image Velocimetry (PIV) and 

Acoustic Doppler Velocimetry (ADV) techniques, and the density field was captured using the Laser Induced 

Fluorescence (LIF) approach and micro-conductivity probes. The experiments were conducted at different 

freshwater inflow rates while keeping the saltwater flow constant. The experimental measurements focused on 

obtaining high-resolution velocity and density field data in different vertical planes that span the width of the 

channel.  

2. Numerical modelling

The 3D numerical modelling of buoyancy-driven flow has clearly demonstrated that the hydraulically-driven 

internal flow is modified by the interfacial friction and the eddy-diffusivity dependent mixing (Laanearu et al., 

2021). To investigate the turbulence characteristics of the internal-flow interface in more detail, advanced 

Computational Fluid Dynamics (CFD) simulations, applying a multiphase flow solver accounting for 

miscibility between the water phases, are undertaken.  

The study is conducted using OpenFOAM, an open source CFD software (OpenCFD Ltd.). The CFD solver 

applied, is for modelling multiple incompressible fluids, two of which are immiscible, using the Volume of 

Fluid (VOF) method (Hirt & Nichols, 1981) phase-fraction based interface capturing. In the VOF-based 

method, a transport equation is solved for the fraction of the cell occupied by the liquid phase, i.e., the phase 

fraction indicator function. The effect of salt and freshwater diffusion on the bidirectional flow dynamics is 

investigated by adjusting the diffusion coefficient of the miscible phases.  

The solver of the OpenFOAM software is coupled with different turbulence models to achieve the best 

agreement with experimental results. The Reynolds-Averaged Navier-Stokes (RANS) approach, which 

requires a solution to the Reynolds stress term, is one of the most widely used methods for turbulent flows. 

Several different turbulence models are available to model the Reynolds stress term. Two-equation models 

that simulate the eddy viscosity via turbulent kinetic energy production and dissipation, are commonly used. 

2.1. Computational domain and boundary conditions 

The computational domain is created as a 3-dimensional full-scale representation of the trapezoidal channel of 

the experiments, complete with a basin containing saltwater inflow and a basin with freshwater inflow (Fig. 
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1). The domain is discretized using a dominantly hexahedral computational grid, and the appropriate element 

size distribution is determined on the basis of a sensitivity study. The walls of the computational domain are 

considered hydraulically smooth and a no-slip boundary condition is applied. The upper boundary represents 

a free surface under atmospheric boundary conditions. 

Fig. 1. CFD simulation of stratified flow in the trapezoidal channel: saltwater (red) intrusion into ambient freshwater (blue). 

2.2. Numerical experiments 

Two widely used turbulence models are applied and the simulated profiles compared with the experimentally 

obtained ones. In the standard k- ε model, the eddy viscosity is determined from a single turbulence length 

scale, so the calculated turbulent diffusion is that which occurs only at the specified scale, whereas in reality 

all scales of motion will contribute to the turbulent diffusion. The RNG approach, which is a mathematical 

technique that can be used to derive a turbulence model similar to the k- ε (Yakhot et al., 1992), results in a 

modified form of the ε equation which attempts to account for the different scales of motion through changes 

to the production term and improves the accuracy for rapidly strained flows. The effect of swirl on turbulence 

is also included in the RNG model, which improves the accuracy of swirling flows. In addition, the RNG 

theory provides an analytical formula for turbulent Prandtl numbers.  

Comparison is also made for simulated flow fields under conditions of varying diffusivity between the miscible 

phases of salt and freshwater. Three different values of the diffusivity constant are tested. It is noted that the 

rate of diffusion is also controlled by the share rate between the phases. The saltwater intruding into stationary 

freshwater layer produces relatively more diffusion in the numerical simulations than in the experiments. 

Whereas the modelling of the bidirectional flow of fresh and saltwater produces more similar behavior to the 

experiments. 
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ABSTRACT 

Negatively buoyant river inflow into lakes and oceans often develops a three-dimensional plunging 

hyperpycnal current field. Recent field observations of the Rhône River plume in Lake Geneva show that the 

unconfined hyperpycnal river inflow spreads laterally, forming a triangular shaped pattern at the water surface 

before plunging. In order to improve the understanding of such an unconfined plunging process, a laboratory 

and a numerical study was performed. Experiments were conducted using salinity to control the density 

difference. A Computational Fluid Dynamics (CFD) model based on the Boussinesq assumption and Large 

Eddy Simulation was calibrated with the experimental results. It was found that as the hyperpycnal river inflow 

moves straight out into the ambient, it also sinks laterally on both sides forming a lock-exchange type 

secondary current, i.e., as it diverges on the both sides near the bottom, it converges towards the centreline 

near the water surface. As a result, a near-surface triangular pattern forms. The vertex of the surface triangle 

is defined as the ultimate plunge point and indicates the longitudinal distance xup that the hyperpycnal current 

moves before it totally plunges. It was demonstrated that the ultimate plunge point advances offshore when 

the initial densimetric Froude number increases. Numerical model results and field observations of the Rhône 

River plume agreed reasonably well with respect to the estimated location of the ultimate plunge point.    

1. Methods

1.1. Experimental setup 

Experiments were conducted in the Coriolis Platform at LEGI (Université Grenoble Alpes, CNRS, Grenoble, 

France), which consists of a 13-m diameter by 1.2-m deep circular tank. A 4-m long, 2-m wide (B0) horizontal 

inlet channel connects to a 4.75-m long by 8-m wide flat plate with an 8° slope. This geometry mimics the 

morphology at the Rhône River mouth with a scale of 1:60. The tank was filled with water (density ρ0). Saline 

water with density ρa was then fed into the inlet channel with constant discharge with bulk mean velocity U0 

and water depth H0 = 0.08 m. For flow visualization, fluorescent dye (Rhodamine 6G) was added to the inflow. 

During the flow visualization, the light sheet of a 25-W Yag laser (wavelength of λ = 532 nm) was set 

horizontally at 4 cm below the surface and images were captured with GoPro and Nikon D5 cameras.   

1.2. Numerical model 

A numerical model was developed based on the open-source CFD package OpenFOAM using a transient 

solver BoussinesqPimpleFoam based on Boussinesq assumption and Large Eddy Simulation. The model was 

calibrated with the experimental results. 

1.3. Field observations 

A thermal camera, installed by ECOL on a nearby mountain, provided remote images of the Rhône River 

mouth area. The location of the ultimate plunge point under different inlet conditions was determined from 

these images. The river inflow is colder than the ambient water and has higher suspended density 

concentration, thus, higher density. Discharge, temperature and suspended sediment concentration of the river 

inflow and temperature of the ambient lake water were obtained from local hydrological stations.   

2. Results
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Fig. 1. (a) Dye-visualized image taken during the experiment; (b) Modelled density distribution near the water surface (R denotes the relative 

density difference and R0 denotes its initial value at the river mouth); (c) A thermal image taken at the Rhône River mouth on 25 July 2019 at 

3 am (local time). All images refer to an inlet condition with the initial densimetric Froude number Frd-0 = 3.  

Figure 1a shows a dye-visualized image taken during the experiments with the initial densimetric Froude 

number Frd-0 equal to 3, the initial densimetric Froude number follows, 

( )
0

0

0 0 0

d

a

U
Fr

gH   
− =

−
(1) 

where g denotes the gravity acceleration. For comparison, Fig. 1b presents the surface density distribution in 

the corresponding numerical case. Figure 1c illustrates the thermal image taken at the Rhône River mouth 

when Frd-0 = 3. Similar to the experimental and numerical model results, a triangular shape is also evident in 

the field. This triangular shape arises from the superposition of the longitudinal offshore transport of the 

hyperpycnal current and lateral lock-exchange type flow as reported by Hogg et al. (2013). The longitudinal 

distance of the ultimate plunge point (the vertex of the surface triangle) obtained from the experimental, 

numerical model results and field observations are compared in Fig. 2, showing that with increasing Frd-0, the 

longitudinal distance of the ultimate plunge point from the river mouth (xup) increases. Numerical model and 

experimental results can be fitted by an exponential formula (dashed line in Fig. 2): xup/B0 = 0.5(Frd-0 - 1)0.6. 

The formula slightly underestimates xup observed in the field. This may due to the fact that the bottom 

topography of the sloping bed in front of the river mouth is much more complicated than the smooth sloping 

bottom used in the experiments and the numerical model. Moreover, the density difference between the Rhône 

River mouth and the ambient Lake Geneva water not only results from the temperature difference, but also 

from the suspended sediment load. Large-size suspended sediments may rapidly deposit, reducing the excess 

density of the hyperpycnal current that may cause the ultimate plunge point to move offshore. This unique 

combination of laboratory experiments, numerical modelling and field observations has contributed towards 

the understanding of the plunging dynamics of unconfined hyperpycnal river plumes and the quantification of 

the plunge point location. 

Fig. 2. The relationship between the longitudinal distance of the ultimate plunge point from the river mouth 

and the initial densimetric Froude number. The dashed line represents the empirical formula Eq. 1.  
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ABSTRACT 

In this work the vegetation effects on natural convection, due to incoming solar radiation, in sloping 

waterbodies is investigated numerically. The vegetation is present in the sloping part of the waterbody which 

consists of a sloping region (with slope equal to 0.1) and a deep region with a horizontal bottom. Numerical 

simulations, using the Volume Averaged Navier Stokes (VANS) equations together with the Volume Averaged 

Energy (VAE) equation, for Grasshof and Prandtl numbers equal to 2·106 and 7 respectively, are performed. 

The results indicate significant vegetation effects on the exchange flow and the large scale circulation which 

are the result of a different generation mechanism of natural convection. The intensity of the horizontal 

exchange for the non-vegetated lake is greater than that for the vegetated one while the circulation is clockwise 

for the non-vegetated case and anticlockwise for the vegetated one. Numerical results (temperature, velocities, 

streamlines and discharge) are compared qualitatively with results of Mao et al. (2009). 

1. Introduction

Thermally driven flows (also called natural convection) have significant effects on horizontal transport of 

nutrients, pollutants, or chemical substances in the littoral regions of waterbodies (lakes, reservoirs, wetlands), 

especially in the absence of wind or other momentum sources (James et al., 2001). When the waterbody has a 

uniform slope with increasing water depth in the offshore direction, the daytime heating, due to solar radiation, 

results in a faster heating of the shallow (nearshore) region than that of the deep (offshore) which generates a 

horizontal temperature gradient that drives a nearshore-offshore exchange flow (Zhang et al., 2009). With the 

presence of vegetation (floating/emergent), usually in shallow waters, and the respective shading, the heating 

of the waterbody in the vegetated region is blocked ( totally or partially) and the generated horizontal 

convective currents are due to the differential heating of the free surface. The temperature differences between 

the vegetated regions and open water can be up to 2oC, which is sufficient to produce evident temperature 

gradients and establish a near-surface flow from the illuminated to the shaded regions (Lightbody et al., 2008). 

This phenomenon has been investigated by Zhang et al. (2009), Tsakiri et al. (2016) and Papaioannou et al. 

(2021) for a waterbody with horizontal bottom. For a sloping water body, Lin et al. (2015) investigated the 

role of emergent vegetation on periodically thermal-driven flow over a sloping bottom and derived asymptotic 

horizontal velocity and exchange flow rates in good agreement with previous studies, however, for very small 

slopes due to asymptotic solutions used. 

In this study, for investigating the vegetation effects on natural convection in sloping waterbodies the VANS 

and VAE equations are solved numerically which account for the vegetation resistance to flow through 

additional resistance terms based on the porosity and permeability of the vegetation. The latter (either floating 

or emergent) is supposed to block all the incoming radiation in the sloping region. In addition, the case with 

no vegetation is considered for which a scaling analysis and numerical results are available (Mao et al., 2009) 

for a non-vegetated triangular waterbody. 

2. Model Formulation

The sloping waterbody consists of a vegetated region with bed slope equal to 0.1 and a non-vegetated region 

with horizontal bed. Although a much more complex bathymetry may exist in field conditions, the present 

model aims to capture the basic flow mechanisms induced by the depth variation from the nearshore to the 

offshore.  
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The Volume Averaged Navier Stokes (VANS) equations, for two-dimensional, unsteady, incompressible flow 

together with the Volume Averaged Energy (VAE) equation are solved. The Boussinesq approximation is also 

used, which treats the density as a constant due to small temperature difference. 

The effect of vegetation on the motion of the convective currents is accounted through additional resistance 

term in the momentum equations. The source term, due to vegetation, is based on the porous media flow theory 

(Losada et al., 2016). The radiation model considered in this work, is based on Beer's Law and is introduced 

to the VAE equation through an additional source term Sr (
n(h y)o

P

I
ne

C

− −



=


, where ρο= fluid density, I0 = 

radiation intensity at the water surface, CP =specific heat of water at the reference temperature, and n = 

attenuation coefficient, h=water depth). The source term represents the absorption of radiation by the fluid and 

is added only in the open region of the tank. In the floating/emergent vegetated region, it is assumed that the 

water does not absorb any radiation. 

3. Analysis of the results

The large scale circulation, developed in the sloping water body, for quasi-steady conditions is shown in figure 

1 for all cases. The streamlines ψ, made dimensionless with ροkh (k=thermal diffusivity) are shown at a time 

t, made dimensionless with h2/k, for which quasi steady conditions have been established. In the two cases 

with vegetation the circulation is anticlockwise due to the differential heating between the “hot” free surface 

of the deep region with the horizontal bottom and the “cold” free surface of the sloping region. The extent of 

the circulation region in the case of emergent vegetation in the sloping region is much less due to the resistance 

exerted to the flow by the emergent vegetation. In the case with no vegetation (classical natural convection 

due to solar radiation) the opposite circulation occurs since the shallow, sloping region is heated faster that the 

deep region. Detailed results will be presented during the congress.   

Fig. 1. Streamlines (ψ/ροkh) at t/(h2/k) = 0.1428 (Pr=7 and Gr=2·106). Dotted lines indicate clockwise circulation. 
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ABSTRACT 

Lock-exchange gravity currents experiments are performed to characterize the influence of bottom roughness 

elements on the dense flow through Particle Image Velocimetry. The main parameter varied is the relative 

height of the roughness elements, realized with square bricks, to the gravity current depth. The analysis 

performed of the instantaneous velocity fields highlights how the drag force induced by the roughness changes 

significantly the current dynamics. The front velocity and the inner streamwise velocity are reduced as the 

height of the bottom roughness increases. Furthermore, recirculation areas developing among the background 

elements are observed during the current propagation. 

1. Introduction

Gravity currents are flows driven by buoyancy differences between two fluids, which can be caused by 

gradients in salinity or temperature. Those flows are observed in many geophysical flows (Simpson 1997) 

including oceanic overflows such as  the Mediterranean Outflow or the North Atlantic overflows from the 

Norwegian–Iceland–Greenland Sea among others.   

In the past, several studies on gravity currents propagating over smooth bed have been developed (Inghilesi et 

al., 2018; Zordan et al., 2018), but these currents often develop over complex boundaries. The propagation of 

dense bottom gravity currents is strongly controlled by topographic features (Negretti et al., 2017; De Falco et 

al., 2021) and the understanding of the mechanism involved in such flows is of crucial importance for a proper 

modeling. The roughness effect on gravity currents dynamics is a challenging task and there is still a lack of 

knowledge mainly due to the large variability of the roughness characteristics that makes the analysis of the 

currents dynamics complex (Jiang et al., 2018). 

In this study, we show how the roughness height affects the inner velocity of gravity currents by means of 

Particle Image Velocimetry (PIV). A description of the experimental setup and the measurements details are 

provided below with a focus on the front propagation and  on the description of the inner velocity features. 

2. Experimental details and results

Fig. 1. a) Schematic side-view and b) plan view of the tank used to perform laboratory experiments. The area investigated by PIV is 

reproduced in red. 

The laboratory experiments are performed at the LEGI facilities in 6m long Perspex tank, with horizontal bed 

and rectangular cross section of 25x30 cm2. Squared bricks, located with a constant spacing, are used to make 

the bottom roughness. The channel is divided in two portions through a removable gate placed at x0=50m from 

the left wall of the channel. The whole tank is filled up to the same water depth h0=10cm. A sketch of the 

experimental apparatus is shown in Fig.1. Several experiments, with a constant reduced gravity 
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g’=gΔ𝜌/𝜌0=5cms-2 are performed by varying the roughness elements dimension. Three series of test were 

performed by varying the height of the roughness elements: he = 0.64cm in test E1, he = 1.60cm in test E2 and 

he = 2.56cm in test E3, additionally a reference test E0 with smooth bed condition is performed. The 

instantaneous velocity field was measured by PIV whose acquisition is  captured over a window with a size of 

64.7 × 11.3cm, at 51.3cm after the location of the gate removal (x0). The images are captured with a CCD 

camera at a frame rate of 21.5Hz. The velocity fields are carry out using a cross-correlation PIV algorithm 

with the software package DaVis (LaVision). 

Fig. 2. a) Front position xf as function of time t for all the experiments performed. Streamwise velocity field, u, after the current has travelled 

the distance x=1.4m,  respectively for E0 (b) and E3 (c) run. 

The front characteristics are analyzed in order to have a global picture of the current dynamics (Fig.2a). We 

define the experimental front position, as the point where the spatial derivative of the longitudinal velocity u 

in the streamwise direction ∂u/∂x is maximum. The E0 and the E1 runs show exactly the same behavior until 

the end of the window of analysis, therefore it is pointed out that the advancement of the front is not affected 

by a small roughness. By increasing the height of the bottom roughness (E2 and E3 runs), a slight transition 

of regime is observed, underlined by the different inclinations of the curves xf  ̶ t. The greater the height of the 

bottom roughness, the greater the deceleration of the advancing dense flow. 

To better understand how the flow structure is modified by the presence of the bed roughness, the streamwise 

velocity field, u, for E0 and E3 runs is reproduced in Fig.2b-c. The black dashed line represents the boundary 

between current and ambient fluid; it is calculated by considering the condition u≈0 for the upper limit and 

∂v/∂x≈0 for the frontal limit. In the E0 run (smooth bed) the core of the current is characterized by high u 

values, while at the interface lower values of u can be observed. A different behavior occurs in case of a rough 

bottom. The roughness introduces significant complexity on the current dynamics; the streamwise velocity u 

decreases, due to the drag force introduced by the roughness, and the front of the current loses definition. 

Moreover, recirculation patterns are observed between the roughness elements, in this case the velocity field 

exhibits a spatial variability characterized by the alternation of zones with higher and lower velocity. 
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ABSTRACT 

Gravity currents experiments flowing onto non-uniform sloping boundaries are performed to characterize the 

dynamics of the dense flow through the Particle Image Velocimetry and the Planar Laser Induced Fluorescence 

in order to measure velocities and the density fields. The main parameters explored are the inflow rate and the 

buoyancy of the inflow. The analysis performed highlights two different types of shear instabilities at the 

interface between the dense flow and the ambient fluid: the Holmboe instability, downstream the slope and in 

the initial part of the slope characterized by a slight angle variation; the Kelvin–Helmholtz instability on the 

steepest part of the slope. 

1. Introduction

Gravity currents are flows driven by buoyancy differences between two fluids that may be attributed to a 

number of factors including gradients in salinity or temperature. These phenomena widely occur in the 

environment as oceanic overflows, sea breeze fronts, avalanches, submarine landslides (Simpson 1997). 

Most of the previous studies dealing with gravity currents consider those flows developing over horizontal or 

constant small sloping boundaries; currents are generated by lock exchange, finite volume releases or constant 

supply conditions (Cenedese et al., 2010; Martin et al., 2019).  In nature, slope changes are frequent and 

generally accompanied by local small-scale mixing that affects the behavior on larger scales (Turner 1973; 

Baines 2008). 

In this study, we explore the properties and the behavior of two-dimensional gravity currents flowing onto a 

non-uniform slope by means of Particle Image Velocimetry (PIV) and the Planar Laser Induced Fluorescence 

(PLIF). A description of the experimental setup and the measurements details are provided below; the 

discussion focuses on the shear flow instabilities. 

2. Experimental details and results

Fig. 1. Schematic side-view of the tank used to perform laboratory experiments.  

The laboratory experiments are performed at the LEGI facilities in 6m long Perspex tank. The first portion of 

the channel is elevated by hc=28cm, and is horizontal of total length of L=200cm and width b=25cm. A the 

end of the horizontal portion a curved slope with a hyperbolic tangent profile and total length of 87cm is placed. 

A sketch of the experimental apparatus is shown in Fig.1. The buoyancy driven flow has been generated using 

saline solutions injected in the left side at the bottom of the channel with constant flow rate Q through a pump. 
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Once the pump is switched on, the outlet in the right side of the tank is opened in order to enable the flow to 

evacuate to prevent a return flow and ensuring a constant total water depth. The volumetric inflow rate Q (per 

unit width) at the top of the slope and the reduced gravity g′ of the inflow are the two parameters varied. The 

instantaneous velocity field is determined using the PIV whose acquisition is captured over a window with a 

size of 100 × 100cm which allows to frame all the slope. The images are captured with a CCD camera 

(FlowMaster3, 14bit, 1200x1600pixels) at a frame rate of 23.23Hz. The velocity fields are obtained using a 

cross-correlation PIV algorithm with the software package DaVis (LaVision). For dye visualizations 

Rhodamine 6G was added to the salt water of the gravity current in order to estimate the density profiles and 

some averaged values of the density field. When gate is removed, dense water starts to flow, firstly along the 

horizontal section then over the hyperbolic tangent slope. For each experiment, all values have been averaged 

in time by taking into account only the steady layer flow (after the current head has passed).  

Figure2 shows the interface variation along time for a given position. As example we discuss a single 

experiments with Q=807cm3s-1 and g’=5cms-2; the results obtained in the other experiments are similar. In 

Fig.2a the dye interface indicates the occurrence of Holmboe instability (HI) upstream the slope. The HI  is 

expected to occur when the velocity shear layer thickness is larger than the thickness of the density interface 

(Fernando 1991; De Falco et al., 2021). The HI is characterized as two sets of waves with one layer cusping 

into the upper layer and the other into the lower layer, and propagating in opposite direction. When the slope 

angle increases, the flow strongly accelerates and Kelvin–Helmholtz instabilities develop (Fig.2b).  

Fig. 2. Dye visualization of the instantaneous gravity flow with insets showing time sequence of the density interface fluctuations 5cm 

upstream of the beginning of the slope a)  and in the middle of the slope b). 
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ABSTRACT 

1. Introduction

Releases of dense fluid propagate as gravity currents over horizontal surfaces driven by buoyancy associated 

with their excess density relative to the surroundings. They may surmount distant barriers.  This study 

investigates the potential confinement of gravity currents theoretically in the situation where the initial motion 

occurs within a topographic depression, from which the fluid climbs a step and flows away over a horizontal 

surface while simultaneously draining back into the depression (see fig. 1).  At very large-scales, this 

configuration is of relevance to volcanic surges that are initially confined within a crater, while at more 

moderate scales, it is of relevance to the topographic confinement of dense pollutants within water courses. 

2. Methods

We investigate the two-dimensional interaction between a flowing, dense fluid and the confining stepped 

topography, focusing on situations in which the motion is independent of the spanwise coordinate.  The flow 

is due to the density difference between the released fluid of density + and the surrounding environmental 

fluid of density , which together produce the reduced gravity g'=g/(+) where g is the gravitational 

acceleration.  The mathematical model evaluates the unsteady evolution of the depth of the dense fluid, h(x,t), 

and its velocity u(x,t), where x is the streamwise coordinate.  The dense fluid is instantaneously released from 

a reservoir of length l0 and depth h0 and flows towards at barrier at some distance L downstream of the release.  

The topography varies smoothly and is specified through an elevation b(x), which connects the horizontal 

domain within the depression to the horizontal domain on top of the step, which is of height B (see fig 1).  
Fig. 1. Schematic of the flow configuration: (a) the current approaching the step; and (b) the current flowing along and draining 

from the step. 

Since the motion is assumed shallow and the velocity field predominantly parallel to the underlying bed, the 

pressure is hydrostatic to leading order.  The governing equations are the inviscid, nonlinear shallow water 

equations, given by 

𝜕ℎ

𝜕𝑡
+

𝜕

𝜕𝑥
(𝑢ℎ) = 0    and 

𝜕𝑢

𝜕𝑡
+ 𝑢

𝜕𝑢

𝜕𝑥
+ 𝑔′

𝜕ℎ

𝜕𝑥
= 0, 

(1) 

which respectively represent mass conservation and the balance of momentum. At the front of the flow 

(x=xf(t)), dense fluid displaces and uplifts the less dense environment, and the motion is no longer hydrostatic. 

Instead we impose a dynamic condition, termed the Froude number condition, which is given by  

𝑢(𝑥𝑓(𝑡), 𝑡) =
d𝑥𝑓

d𝑡
= 𝐹𝑟√𝑔′ℎ(𝑥𝑓(𝑡), 𝑡) .

(3) 
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The Froude number, Fr, is a function of the density ratio and the depth of the current relative to the 

environment. When the environment is deep, the Froude number becomes constant and this is the regime that 

we investigate by imposing Fr is constant (greater than unity) determined through theoretical considerations 

(Benjamin, 1968, Ungarish & Hogg, 2018) or empirically from experiments (Huppert & Simpson, 1980).  The 

other boundary condition is that the back wall of the depression is impermeable, u(0,t)=0, and the fluid is 

initiated from lock-release conditions: h(x,0)=h0 for 0<x<l0, h(x,0)=0 for x>l0 and u(x,0)=0. 

We numerically integrate the system (1)-(3) numerically to determine the volume of fluid per unit width, V1, 

within the topographic depression 0<x<L, and the volume, V2 on the step, given by 

𝑉1 = ∫ ℎ d𝑥
𝐿

0

, 𝑉2 = ℎ0𝑙0 − 𝑉1. (4) 

Fig 2. The volume of fluid per unit width, V2, on the upper portion of the step as a function of dimensionless time on (a) linear and (b) 

logarithmic scales when Fr=1.2 and L/l0=2.  The topography is given by b(x)=B/2(1+tanh (10(x-2)) with step amplitude: (i) B=0.9; (ii) 0.8; 

(iii) 0.7; and (iv) 0.6.  The dashed line shows V2 ~ t -0.142; this exponent is determined by the similarity solution of the second kind.

3. Results

Provided the height of the step, B, is less than a critical value, the gravity current is able to overtop it and 

propagate away from the depression.  This leads to the volume, V2(t), initially increasing in time (Fig 2a).  

There are oscillations in V2(t) because fluid sloshes between the step and the backwall, leading to a series of 

overtopping events. At much later times, the volume V2(t) declines, entering a regime in which it decreases as 

a power law of the time; it is found numerically that the exponent of this decay is a universal value (Fig 2b). 

Thus ultimately, and perhaps surprisingly, all of the dense fluid returns to the depression. 

The simultaneous draining from and propagation along the step may be investigated theoretically.  We show 

that the dynamics enter a self-similar mode of spreading in which the volume that has escaped from the 

depression declines in proportion to t-.  This is a self-similarity of the second kind (Barenblatt, 1996); the 

anomalous exponent, , may not be determined by dimensional reasoning alone, but rather emerges by 

numerically integrating the governing equations in which it appears as an eigenvalue. Its value is shown to be 

a function of the frontal Froude number and the self-similar spreading and draining correspond very closely to 

the direct integration of the shallow water equations from lock-release conditions. 

The flow dynamics are more complicated when the excess density is due to the suspension of particles which 

settle out of the flow and are deposited on the underlying boundary.  In this scenario we demonstrate that the 

volume of particles transported out of the depression to settle on the step is a non-vanishing function of the 

settling velocity; unlike their compositional counterparts, particle-driven currents climb the step and lose their 

excess density through settling, before draining returns the fluid to the depression.  We also report comparison 

between our theoretical model and laboratory experiments to validate our predictions for the particle transport 

and current velocity on the step. 
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ABSTRACT 

This work presents LES results of two colliding gravity currents in the framework of a lock-release set-up. 

Gravity currents collision is important in many physical conditions and especially in atmospheric flows such 

as sea breezes, thunderstorm outflows, katabatic flows, etc. A partial-depth set-up is used a better simulation 

of the collision in the deep air column of the atmosphere. The numerical model solves the filtered Navier-

Stokes equations in conjunction with a transport equation for the concentration assuming Boussinesq 

approximation for density. The focus is on the examination of the dynamical features and mixing during 

collision of gravity currents with varying densities and/or heights. The ratio of the reduced gravities (rg) of the 

two currents varies from 0.25 to 1.0 and the ratio of the lock heights (rD) varies from 0.25 to 2.5. It is found 

that the maximum height of the displaced fluid is not affected by the ratios rg and rD. The maximum vertical 

velocity is detected at the time of collision while intense mixing is detected during collision mainly on the less 

dense vertically displaced fluid. 

Introduction 

Gravity currents are buoyancy driven flows in which hydrostatic pressure gradients due to concentration or 

temperature variation produce a primarily horizontal motion. These currents occur in a wide range of physical 

conditions such as sea breezes, avalanches, sandstorms, or oceanic fronts in water masses resulting from 

temperature or salinity differences. Gravity current collision is an important interaction between opposing 

gravity currents which has received attention in atmospheric studies due to the detected relation with the 

triggering of mesoscale convection (Intrieri et al., 1990). In recent years lock-exchange experiments have 

carried out to give physical insights into the dynamics of collision (Okon et al., 2021;van der Wiel et al., 2017; 

Zhong et al., 2018). This study presents a new set of numerical results of colliding gravity currents using Large-

Eddy simulation (LES). It has been shown that LES can describe accurately most of the features of gravity 

currents (Ooi et al., 2009). The asymmetric collision of two counter-flowing gravity currents is investigated, 

i.e gravity currents with different densities and/or different initial lock height.

Setup and numerical model 

The lock-exchange configuration is composed of two locks at the left and right corners of a horizontal tank. 

At t=0 the locks are released, and the dense fluids start moving one towards the other. The heights of the locks 

are D1 and D2. The length of the locks is always equal to D1. The size of the tank is L x H x W, where L=10D1 

is the length and H=2D1 is the tank height. From dimensional analysis for any quantity A, it is A=f (rg,rD,GrD), 

where rg=(ρ2-ρ0)/(ρ1-ρ0), rD=D2/D1 and GrD is the Grashof number (=ubD1/ν2). The buoyancy velocity is 

ub=(g1’D1)1/2 and the reduced gravity of the denser fluid is g1’=g(ρ1-ρ0)/ρ0. In the simulations rg varies from 

0.25 to 1.0, rD varies from 0.25 to 2.5 while Grashof number is equal to 5∙108. 

The numerical model solves the three-dimensional filtered incompressible Navier-Stokes equations. 

Boussinesq gravity currents are considered, density is related to concentration and an extra transport equation 

for the concentration is considered. The unresolved scales of motion are taken into account through a dynamic 

Smagorinsky SGS model. SGS diffusivity is calculated explicitly considering a constant turbulent Schmidt 

number, ΓSGS=νSGS/Sct, where Sct=0.85. The simulations are performed with a finite volume method using the 

open source OpenFOAM code. For the temporal and spatial discretization, 2nd order schemes are used. The 

space is discretized using a uniform mesh 0.01D1 along all directions. Special care is given in the vertical 

direction near the bottom so that the boundary layer is resolved. No slip condition is chosen for the bottom 

wall where boundary layer is developed, while slip condition is employed at the left, right and top walls. 

Periodic condition is imposed in the spanwise direction to avoid the influence of the lateral walls. 
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Results 

After the release of the dense fluids from the locks, gravity currents start moving one towards the other with 

no interaction. Soon after the lock release the currents move with constant front velocity (slumping phase). 

Figure 1 presents the concentration for three characteristic times slightly before, during and after the collision 

for the case with rg=0.5 and rD=1.0. During the slumping phase the left, denser fluid moves faster with 

Uf,1/Uf,2=1.45 setting the place of collision at x=11.5D1. As the currents converge, they interact with reduced 

velocities. Despite that, the denser fluid front velocity remains higher than the less dense one just before the 

collision and equal to Uf,1/Uf,2=4. From the velocity vectors, Fig. 1a, it seems that intense vertical velocity is 

developed pushing the ambient fluid upwards. In the asymmetric collision the currents collide at an angle in 

contrast to the symmetric case (rg=1.0). At that time the maximum vertical velocity appears equal to v/Uf,1≈2.0. 

Maximum vertical displacement is equal to approximately 1.45D1 for all the simulations indicating no trend 

of vertical displacement with the examined parameters. In asymmetric collision the denser current intrudes 

underneath the less dense current pushing it up (Fig. 1b) in contrast to the symmetric collision. The less dense 

fluid overrides the denser fluid moving upwards while maintaining a non-zero horizontal velocity. During 

collision there is intense mixing which takes places mainly on the deflected less dense fluid while a bore of 

the denser fluid is created moving in the same direction as before collision. The bore is moving with 

considerably lower velocity and height than those of the initial gravity current (Fig. 1c). Detailed results for 

all the rg and rd will be presented at the congress. 

Fig. 1. Spanwise averaged concentration contours and velocity vectors slightly before (a), during (b), and after (c) the collision for the case 

with rg=0.5 and rD=1.0 
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ABSTRACT 

Results are presented from a series of scaled parametric experiments that explore the response of supercritical 

turbidity currents and their evolving deposits within a morphological transition zone between a confined, 

sloping channel and an unconfined, horizontal basin, resulting from a simultaneous break in slope and loss of 

confinement. Of particular interest is the effect that antecedent turbidity currents and their deposits have on 

the subsequent current flow dynamics and the evolution of the channel and basin depositional features. The 

experimental set-up is designed to permit multiple turbidity currents to be simulated sequentially to reproduce 

layered deposits in the confined lower slope, the channel-lobe transition zone, and the proximal lobe conditions 

generated in the unconfined basin, as analogous to deep-water, base of slope sedimentary environments.  

1. Introduction

Submarine turbidity currents play a crucial role in the transport of the Earth’s sediment budget by transferring 

vast quantities of sediments from continental shelves to deep oceanic basins, often via steep canyons on the 

continental slope. The morphological transition between the slope and basin floor is often characterised by a 

break in slope and/or loss of confinement at the channel termination that can cause the current flows to switch 

from net-bypassing to net-depositional behaviour. The study focuses on the flow dynamics of turbidity currents 

in the lower slope of a confined channel and a horizontal unconfined basin following a simultaneous slope 

break and loss of confinement (SB-LOC), as representative of a channel-lobe transition zone (CLTZ). We 

investigate the effect that existing sedimentary deposits from antecedent turbidity currents have on the 

dynamics of subsequent currents and the resulting combined deposits, with the aim of yielding new data and 

understanding on how sequential turbidity currents generate multilayer deposits, as well as identifying key 

parametric controls on bed erosion, sedimentary bypass, and net deposition processes.  

The experiments are conducted in a custom-built channel-basin facility at the University of Dundee (Figure 

1A). Each experimental run consists of three sequential turbidity currents that are scaled on non-dimensional 

parameters for the flow properties (densimetric Froude and Reynolds numbers) and sedimentary conditions 

(Shields and Rouse numbers) (e.g. de Leeuw et al., 2016). The parametric variations between different runs 

are initiated by changing the volume flux and volumetric sediment concentration at the channel inlet, along 

with the channel slope angle. The evolving turbidity current structure before and after the SB-LOC (Figure 

1B) is measured by ultrasonic velocity profilers (UVPs) over the duration of the current (~45s), while the 

resulting deposit structure and thickness in the channel and basin (Figure 1C) are obtained via direct 

measurements and high-resolution photogrammetry techniques, respectively.  

2. Results

Figure 2A shows the spatial evolution of the time-averaged velocity profiles for a turbidity current upstream 

and downstream of the SB-LOC location. The reduction in layer thickness at UVP2 illustrates the collapsing 

and radially-expanding current after the SB-LOC, while the significant velocity reduction at UVP3 and UVP4 

shows the inhibiting effect of the existing basin deposit from previous currents on the downstream propagation 
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of the subsequent event. Figure 2B also indicates a substantial increase in the channel deposit thickness over 

sequential turbidity current events, with a stepped bed profile forming close to the channel inlet. 

Fig. 1. (A) Schematic representation of the channel-basin experimental set-up, (B) image showing radial expansion of turbidity current into 

unconfined basin (following SB-LOC), (C) sedimentary basin deposit following three sequential turbidity currents. 

Fig. 2. (A) Time-averaged streamwise velocity profiles for turbidity current in confined channel (UVP1&2) and in basin (UVP3&4), (B) 

development of the along-channel deposit thickness over three sequential turbidity currents. 

Figure 3 shows the resulting evolution of the planform deposit structure and overall thickness over sequential 

turbidity current events (Figure 3A-C), as well as the change in deposit thickness between individual events 

(Figure 3D,E). Overall, these deposits are shown to be largely symmetrical, with the initial formation of 

flanking levees, a sediment bypass region, and a lobal deposit downstream of the SB-LOC (Figure 3A). Over 

subsequent turbidity current events, however, the bypass region diminishes (Figure 3B,C) and the lobe 

develops and (to some extent) migrates towards the SB-LOC. This creates a partial blockage of the expanding 

flow in subsequent events, resulting in the lateral spread and bifurcation in the evolving deposits (Figure 3E). 

Fig. 3. (A)-(C) Planform deposit structure and thickness z in the unconfined basin following sequential turbidity currents, (D)-(E) planform 

changes in deposit thickness z between 1st – 2nd and 2nd – 3rd turbidity current events, respectively. 
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ABSTRACT 

Internal ocean processes, dynamically induced, cause high sea surface temperature gradients and surface heat 

fluxes. The correlation and the covariance between temperature and heat fluxes can be used to distinguish 

sources of variability allowing to define an ocean and an atmosphere driven regime. Here we introduce this 

method using observational data with different resolutions to distinguish different regimes of variability and 

to investigate spatial resolution effects. We focused over the Agulhas Current region and the Eastern South 

Atlantic, where waters flowing following the African coastlines in the Indian Ocean generate turbulence. Such 

mesoscale activity can lead to the detection of the ocean-driven regime. The increase of resolution gives a 

better representation of the cross-covariance patterns, indicating an improvement on the detection of eddies.  

1. Introduction

Water flowing southward from the Indian Ocean along the Agulhas Current (De Ruijter, 2008, Lutjeharms, 

2006), that is the Western Boundary Current of the Indian Basin, interact with the bathymetry (Speich et al., 

2006) and cold waters of the Antarctic Circumpolar Current (ACC), once it reaches the Agulhas Bank, and 

generate turbulence that spreads into the Southern Atlantic bringing warm and salty waters (Agulhas Leakage, 

Beal et al. 2006). Reached the Southern tip of Africa, it retroflects Eastward (Lutjeharms et al., 2001) following 

the Subtropical Front along the ACC. Sea Surface Temperature (SST) is linked to the surface heat fluxes 

(SHF). Atmospheric variables, affect oceanic properties that respond with longer time scales (Hasselmann, 

1976). However, in region where temperature gradients and heat fluxes are stronger (i.e., in Western Boundary 

Current regions), variation on those quantities are due to ocean dynamics (Bishop et al., 2017; Bellucci et al., 

2021). Theoretical models (Bishop, 2017) suggest that SST - SHF covariance can be used to detect the sources 

of the variation on these two elements, distinguishing an ocean driven regime and an atmosphere driven 

regime. In this study, using observational data with different spatial resolution, we highlight spatial resolution 

impact on the ability of reconstructing those signals over the Agulhas region. Since this is a mesoscale active 

region (Lutjeharms, 1989, Sandalyuk et al., 2021), this methodology is effective to investigate the heat 

exchange processes due by oceanic dynamics. Observations are obtained from J-OFURO3 (Tomida et al. 2019) 

and OAFlux (Yu et al., 2008) dataset. The increase in ocean resolution leads to a better representation of cross-

correlation and cross-covariance forms, indicating an improvement in the ability of detecting eddies and 

turbulence effects. 

2. Results

Monthly data have been treated before any calculation: seasonal variability and interannual trends had to be 

removed to isolate the intrinsic ocean atmosphere signal. Once that is performed, lead-lag cross covariance is 

obtained. For the SST-SHF covariance, in the ocean driven regime, a symmetric pattern, in dependence of the 

lag value, is expected. For the atmosphere driven regime, SST-SHF covariance should show an antisymmetric 

pattern (Bishop et al., 2017). In figure 1 covariance patterns are shown. Rows consist of the covariance 

obtained for lag equal to -1, 0 and 1 respectively. Positive lag means SST leads over SHF. Darker shades of 

green over the Agulhas Retroflection regions can be noticed. Following lag variations, the dark green area is 

wider when lag is zero (central row), due to the symmetric pattern expected from the theory. In the open ocean 

areas (Atlantic and Indian Ocean in the figure) green shaded and blue shaded areas, for negative and positive 

lag respectively, can be recognized, expressing the antisymmetric expected pattern for an atmosphere driver 

regime. 
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Fig. 1. SST-SHF covariance patterns for observational data. Rows indicate lag configuration, -1, 0, 1 respectively. Negative lag means SST 

leads over SHF. 

3. Discussion

Heat fluxes and temperature correlation is investigated in the Agulhas Current region. As shown in the previous 

section, lower horizontal resolution data have lower covariance values, symptoms of a worse ability of eddy 

and small scales detection. In the open ocean areas, such as the Southern Atlantic the antysimmetric patterns 

can be found, without any particular difference between the two observational datasets. In those area, the 

atmosphere causes variation in the ocean temperature in wider length scales, allowing low resolution sampling 

to detect the leading processes. Where smaller scales become relevant, i.e., Western Boundary Current regions 

or eddy-active areas, variation in the ocean temperature can modify surface heat fluxes in the atmosphere. 
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ABSTRACT 

The paper deals with the hydraulic modelling of two-layer maximal exchange; where two control sections are 

required for the stratified, bi-directional flow to be fully controlled. A novel mass flux transfer model is 

considered in the two-layer hydraulic exchange that includes a solution for the reversed-flow conditions of the 

two-layer system. This stratified-flow effect is associated with an internally-generated net-exchange barotropic 

flow components, which may be associated with the interfacial mixing processes. Similar recirculation-type 

effect in the stratified flow is present in salt-wedge estuaries. Predictions from the hydraulic model 

incorporating mass flux transfer between the counterflowing layers is compared to experimental data of 

exchange flows with and without net-barotropic forcing.  

1. Introduction

Stratified-flow dynamics in estuaries and sea straits, connecting water masses of different origin and properties, 

can be driven by variable internal forcing conditions due to topography and external forcing under different 

hydrodynamic and atmospheric conditions (e.g. river flows, tides, wind stresses). Internal-flow dynamics are 

dependent on interfacial mixing and turbulence due to friction at the channel boundary. A salt-wedge estuary, 

for example, may include exchange flow through a freshwater river channel outflow in the upper layer 

experiencing entrainment of denser, counter-flowing marine waters of different density in the lower layer 

(Arita and Jirka, 1987). 

Despite internal-flow hydraulics being of considerable importance to a wide range of environmental fluid flows 

in estuaries, the internal-flow hydraulics for more complex topographies has typically found less attention. An 

aim of the present study is to demonstrate how non-rectangular cross-section channels shapes, that have 

variable constriction topographies, can be analyzed by adopting the hydraulic functions of two-layer flow 

(Dalziel, 1991). The present study focuses specifically on channel cases with quadratic-shape cross sections, 

introduced for the two-layer hydraulic exchange in Laanearu and Davies (2007). This model is an extension 

of the two-layer hydraulic model study by Dalziel (1992), who introduced a functional approach defining real-

valued roots of the internal-flow head function; a prerequisite for the two-layer hydraulic exchange flow to be 

realizable. The internal-flow head function for a rectangular channel cross-section had been introduced by 

Armi (1986). However, previous experimental studies (e.g. Zhu and Lawrence, 2000) of two-layer exchange 

flows through geometrically-determined opening have been developed to make use of internal-flow hydraulic 

theory and also consider internal energy losses. The presence of external forcing in the two-layer hydraulic 

exchange is also accounted for by imposing a net-exchange barotropic flow component either in the upper 

fresh or lower saline fluid layer. Furthermore, the hydraulic modelling of two-layer system is also modified by 

parameters to deal with boundary and interfacial friction and entrainment effects between layers, all of which 

are needed to account for turbulent stresses and buoyancy fluxes, respectively, within the internal flows. 

2. Internal-flow hydraulics of two-layer maximal exchange

According to Laanearu and Davies (2007), the internal-flow head for buoyancy-driven flow through the 

quadratic-type channel can be defined as the following function: 

𝐻 = (
𝜉 ℎ(𝑥)(𝜉−1)

𝑤(𝑥)
)

2

𝐾 ((
1

ℎ2(𝑥)𝜉)
2

−  
𝑞2

(ℎ(𝑥)𝜉−ℎ2(𝑥)𝜉)
2) +  ℎ2(𝑥) + ℎ𝑠(𝑥) (1) 

where ℎ(𝑥) = ℎ1(𝑥) + ℎ2(𝑥) is the cross-sectional maximum of two-layer fluid height (i.e. water depth at its

deepest point), with ℎ1 and ℎ2 being the upper and lower-layer fluid heights, 𝑤(𝑥) is the cross-sectional

maximum of two-layer fluid width (i.e. water-surface width), and 𝜉 is a channel shape factor that represents 
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the inverse ratio of the cross-sectional flow area of a specific channel geometry to the equivalent rectangular 

cross-sectional area having identical 𝑤(𝑥) at the surface and ℎ(𝑥) at the axis of cross-sectional symmetry. For 

instance, if  𝜉 = 1.0, the channel has a rectangular cross section (Armi, 1986), while 𝜉 = 3/2 and 𝜉 = 2.0 

correspond to parabolic and triangular cross section, respectively, (Dalziel, 1992). The lower-layer volume-

flux parameter 𝐾 =  𝑄2
2 (2 𝑔′)⁄ , the upper and lower layer flow rates ratio squared 𝑞2 =  𝑄1

2  𝑄2
2⁄  are defined

by the volumetric fluxes 𝑄1(𝑥) and 𝑄2(𝑥) in the upper and lower layers, respectively. For the case of non-

mixing flow, the hydraulic model parameters 𝐾 and 𝑞2 are constants at any along-channel location 𝑥.

3. Internal-flow head loss and interfacial displacement of two-layer exchange

The two-layer hydraulic modelling can be used to investigate the “mixing” characteristics of the internal-flow 

dynamics of the stratified bi-directional flow that is generated in a channel with a sill obstruction. Thus, the 

critical flow at the sill crest, corresponding to a control section 𝒔𝒊𝒍𝒍 (𝒔), and the critical flow at the end of the 

channel within the denser-fluid reservoir, corresponding to the second control section 𝒆𝒙𝒊𝒕 (𝒆), are both 

present for maximal exchange. In the hydraulic modelling theoretical solutions, presented above, the 

“globally” determine parameter squared ratio 𝒒𝟐 =  𝑸𝟏
𝟐  𝑸𝟐

𝟐⁄  of the source fresh water and salt water volume

fluxes squared across the sill is considered to be constant along the channel in the non-mixing case, i.e. 𝒒𝟐 =

𝒒𝒆
𝟐 =  𝒒𝒔

𝟐  . However, if the interface displacement (e.g. due to interfacial processes) between the

superimposed layers of stratified flow occurs, the key non-dimensional parameter can be introduced in the 

internal-flow hydraulic model, which is defined as 

𝑀 = 𝛥𝑄2/𝑄2𝑒 (2) 

where per definition, the interfacial-displacement parameter 𝑀 > 0. Thus the loss of volumetric flow rate in 

the lower layer 𝛥𝑄2 =  𝑄2𝑒 −  𝑄2𝑠 > 0 corresponds to entrainment of the saline water layer between channel

two control sections 𝑒𝑥𝑖𝑡 and 𝑠𝑖𝑙𝑙, and the increase of volumetric flow rate in the upper layer 𝛥𝑄1 =  𝑄1𝑠 −
 𝑄1𝑒 < 0 corresponds to detrainment of the fresh water layer between channel two control sections 𝑠𝑖𝑙𝑙 and

𝑒𝑥𝑖𝑡. In the case of interfacial “mixing” process (𝑀 > 0), the ratio of source fresh and saline volume fluxes 

in the internal-flow hydraulic model formulae at the channel control section 𝑒𝑥𝑖𝑡 is 

𝑞𝑒 = 𝑞 + 𝑀 (3) 

and at the control section 𝑠𝑖𝑙𝑙 is 

𝑞𝑠 = 𝑞 (1 − 𝑀)⁄ (4) 

4. Concluding remarks

It should be underlined here that the introduction of the interfacial mixing parameter 𝑀 in the two-layer 

hydraulic model for the maximal exchange without the net-exchange barotropic flow component (𝑞 = 1.0) 

actually involves the net-exchange barotropic flow component in the upper layer, i.e. generally 𝑞 > 1  due to 

the interface displacement. It should be mentioned here that the maximal exchange of the two-layer mixing 

flow corresponds to the comparatively small changes in the upper- and lower-layer volumetric flow rates 

between the channel control sections 𝑒𝑥𝑖𝑡 and 𝑠𝑖𝑙𝑙. The two-layer maximal exchange mixing effect can be 

expressed with the difference of magnitude for the flow-rates ratio parameters at two controls, i.e. 𝑞𝑒 − 𝑞𝑠 .

However, in the case of more intensive interfacial mixing, the two control sections 𝑒𝑥𝑖𝑡 and 𝑠𝑖𝑙𝑙, may be 

dynamically decoupled by the internal-flow hydraulic jump, and the two-layer hydraulic exchange should be 

classified as the sub-maximal in nature (De Falco et al, 2021). 
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ABSTRACT 

This study presents the results of laboratory-scale numerical simulations of density-driven exchange flows 

generated across a submerged trapezoidal sill-channel obstruction under both non-rotating and rotating frames 

of reference using the Bergen Ocean Model (BOM), a three-dimensional general ocean circulation model. The 

results from the numerical simulations aim to simulate the large-scale experimental data obtained in the LEGI 

Coriolis rotating platform in Grenoble, which velocity and density fields where measured through image 

velocimetry (PIV) measurements and micro-conductivity density probe data from the equivalent laboratory 

experiments. The BOM simulations reproduce the main dynamic properties of the large-scale exchange flows 

through the trapezoidal channel, with the lower layer saline intrusion flux shown to reduce (i.e. due to partial 

blockage) as the upper freshwater flow is increased. The effect of increasing the Coriolis parameter on the 

exchange flow dynamics and the cross-channel flow structure is also considered.  

1. Introduction

Restricted exchange flows occur in many natural aquatic environments (e.g. estuaries, sea straits, fjords, ocean 

basins) when horizontal density and/or pressure gradients are generated between adjacent, connected water 

masses due to variations in salinity and temperature (i.e. baroclinic forcing) or tides, freshwater inflows, and 

wind-driven currents (i.e. barotropic forcing), respectively. The hydraulic control, lateral distribution and 

mixing of the exchange flows generated also depends on topographical constraints (e.g. seafloor bathymetry, 

channel shape and roughness), and Coriolis forces due to the Earth’s rotation when the channel is relatively 

wide in comparison to the Rossby radius of deformation. A recent experimental study by De Falco et al. (2021), 

investigated experimentally the dynamics of uni- and bi-directional exchange flows in a large-scale rotating 

trapezoidal sill-channel. Within these experiments, they highlighted the significant influence of net-barotropic 

forcing, coupled with Coriolis effects, on lateral distribution and relative magnitude of the counter-flowing 

water masses. In this context, the current study presents some preliminary results from numerical simulations 

that aim to investigate the complex dynamics of bi-directional exchange flows within the trapezoidal channel 

including interfacial mixing characteristics, secondary flow structures and the eventual exchange blockage. 

2. Numerical model and experimental set-up

The Bergen Ocean model (BOM) (Berntsen, 2000) is a terrain-following ı-coordinate numerical simulation 

tool for ocean modelling, discretized on a staggered C-grid. A fully non-hydrostatic version of BOM is applied 

in laboratory scale studies including numerical simulation of flow of dense water in a V-shaped laboratory 

scale canyon (Berntsen et al. 2016) and the simulation of exchange flows in a submerged sill obstruction under 

both non-rotating and rotating frame of references (Cuthbertson et al., 2021). In the current study, the channel 

and sill geometry under investigation are the same configuration as considered previously in the experimental 

study by De Falco et al. (2021), where a submerged trapezoidal-shaped sill-channel restricts the bi-directional 

exchange flow generated between freshwater A and saline water B basins (see Figure 1a). The numerical mesh 

consists in 0.1 m horizontal grid size in both along and across the channel and 161 equidistant  -layers in the 
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vertical. This results in 20 grid cells across the channel width to facilitate accurate representation of secondary 

circulations generated across the sill. In addition, 177 grid cells are implemented along the channel length to 

ensure an appropriate flow development region in both basins. The grid resolution is much higher vertically 

than horizontally in order to represent the sharp interface between the dense and fresh water layers. The key 

dimensions of the sill-channel configuration in the equivalent BOM model domain are crest height h = 0.5 m; 

sill length L = 6.5 m; trapezoidal cross-sectional slope 45º; and channel-sill width at bottom B = 1.0 m. 

Following the laboratory experiment configuration, the BOM model domain is initially filled with freshwater 

of density 1 = 1000 kg.m-3, with no residual flow in the domain. Within the non-rotating BOM simulations, 

the model parameters are set equivalent to experiment B1O conditions [see Table 1 in De Falco (2021)]. The 

volume flux ratio Q* of the freshwater Q1 and saline water Q2 inflows into the model domain is kept constant 

at Q* = 0.0 (i.e. Q1 = 0.0 l.s-1; Q2 = 4.4 l.s-1) over the first 1500 s before being gradually ramped up (i.e. through 

incremental increases in Q1 values) to a maximum value of Q* = 1.8 over run duration of 2000 s. Then, with a 

subsequent ramp, the simulations finishes at Q* = 4.5 (2500 s). Within all numerical experiments Q2 was kept 

constant (i.e. Q2 = 4.4 l.s-1) to match the experimental set-up. Within all BOM simulations, the baroclinic time 

step is set to 0.025 s to ensure model stability. 

Fig. 1. a) Schematic representation of the trapezoidal channel including the saline and freshwater flow [adapted from De Falco et al. (2021)]. 

The angle of the trapezoidal sill-channel is 45º and the bottom with is 1.0 m. b) normalized density profiles for different sections at Q*=4.5 

(BOM simulations in red). c)  along-channel velocity profiles at Q*=4.5 for BOM simulation (purple) and 3 centreline PIV measurements. 

3. Initial BOM simulations and experimental results comparison

Initial experiments were conducted to measure the bi-directional stratified flow dynamics generated across the 

submerged sill-channel where Earth rotation effects were not considered (i.e. Coriolis parameter f = 0). 

Laboratory experimental measurements were targeted at obtaining high-resolution density and velocity fields 

at different transverse sections across the channel width. Two-dimensional Particle Image Velocimeter (2D 

PIV) was used to obtain measurements of the velocity field in vertical (XZ) planes along this central region of 

the trapezoidal channel. Vertical profiles of the density field were obtained using micro conductivity probes. 

A complete set of the instrumentation and measurements can be found at De Falco et al. (2021). Figure 1b and 

1c show the normalized density and along-channel velocity profiles, respectively, at Q* = 4.5 for the BOM 

simulations and 3 centreline PIV measurements. The density and velocity profiles modelled by BOM exhibited 

qualitatively similar trends with the experimental measurements, but also demonstrated lower gradients in the 

interfacial region of the bi-directional flow, indicating more intense mixing than suggested by the experimental 

measurements. However, overall the implemented model provides an excellent tool to explore the exchange 

flow dynamics and secondary (i.e. cross-channel) circulations under a wide range of parametric conditions. In 

future BOM simulations, it is planned to increase Q* values further to higher values to investigate the blockage 

mechanisms of the saline intrusion flux. Furthermore, additional BOM simulations in a rotating frame of 

reference will be conducted over a range of different Coriolis f values that match the rotating experimental 

runs considered in the laboratory studies of De Falco et al. (2021) (i.e. f = 0.06 and f = 0.01).  
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ABSTRACT 

A physical model in the concrete open channel will be prepared to investigate macroplastic river transport 

processes in the presence of spur dikes and vegetation. The goal is to assess the number of uniform floating 

plastic litter caught in created obstacles. We assumed that plastic particles transported downstream channel 

will get captured into concavities between spur dikes on both sides of the channel. Additionally, the number 

of captured pieces will vary between the scenarios, including elongating one spur and adding artificial 

vegetation between spurs. The quantity and paths of plastic debris, as well as the flow field, will be analysed 

by photogrammetric methods and acoustic Doppler velocimetry, respectively.  

1. Introduction

The production of plastics increases every year - in Europe, it increased by about 100 million tons between 

2008 and 2018 (Plastics Europe, 2019). International and local-scale initiatives were recently undertaken 

to tackle plastic pollution in water environments, while researchers started collecting data about the amount 

and type of plastics found and transported in water bodies (e.g., Van Emmeric et al., 2020; Al-Zawaidah 

et al., 2021). Windsor et al. (2019) pointed out the need to investigate how macroplastics, i.e., pieces > 0.5 cm, 

are accumulated in rivers, which can be considered as plastic reservoirs in upcoming decades (Van Emmerick 

et al., 2022). The macroplastic can be deposited, i.e., on the riverbanks, stopped by the infrastructure 

or entangled within riparian vegetation, especially in low-velocity areas (Cesarini et al., 2022). That type 

of plastic is also harmful to the environment, as it can degrade into microplastics, be digested, or entangle 

the animals and affect water infrastructure by clogging it (Van Emmeric et al., 2020).  

Floating litter can be captured along the river in concavity zones (Tominaga et al., 2020). Artificial 

constructions, such as spur dikes, can create zones where plastics are prone to get stuck and vegetation can 

also catch the litter (Cesarini et al., 2022). Based on the available knowledge and existing laboratory 

infrastructure, laboratory experiments to track macroplastic in the presence of spur dikes with and without 

the presence of vegetation are proposed. 

2. Experimental setup

The experiments will be performed in the spring of 2022 in the open-air hydraulic laboratory of the Institute 

of Hydro-Engineering, Polish Academy of Sciences, in the concrete channel (length 60 m; width 5 m, slopes 

1:2) with a system of 5 pairs of spurs (length 1.2 m, height 0.4 m, width 0.5 m at the bottom and 0.1 m 

at the top). Polypropylene square plates with a side of a few centimetres will be used as the litter, 

to be recognized by the house-made particle tracking velocimetry (PTV) software (Cuban, 2021), which will 

provide information on the behaviour of plastic particles in the presence of regular spurs. Flexible artificial 

plants will be arranged inside one of the concavities between the spurs, to replicate aquatic vegetation growing 

in rivers. The plastics will be dropped into the flowing water upstream of the obstacles along the middle 

of a cross-section. A high-resolution camera situated above the channel will record the paths of the particles. 

Acoustic Doppler velocimetry will be used to measure the velocity field in the reach. Due to the need 

of estimating water velocity at the surface level, sawdust or crushed leaves will be tossed into the flowing 

water to facilitate the use of large-scale particle image velocimetry like free-to-use software FUDAA-LSPIV 

(Le Coz et al., 2014). 

309



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

Fig. 1. Top view of the proposed experimental setup – 4 scenarios to be tested within the channel reach with the emerged spur dikes. 

Four basic scenarios, each at three flow conditions will be conducted to test how each solution is likely 

to capture plastic particles (Fig. 1). We expect that the scenario with both vegetation and elongated spur 

present, should alter the stream path the most. That way, the particles are expected to fall into the opposite area 

where they should entangle within plants’ stems, preventing them from flowing further downstream 

the channel. The paths of particles between the scenarios will be analysed using PTV and compared to the 

measured velocity field.   

3. Summary

Though many inventions, monitoring actions and initiatives have been undertaken recently to get rid of the 

plastic in the environment, there is still a lack of experimental research investigating macroplastic transport 

processes. Therefore, this measurement campaign aims at providing more understanding of this phenomenon, 

especially when the previous experiments conducted in this laboratory showed plastic tiles being temporally 

caught within concavities. A new setup with the proposed alterations is specifically designed to calculate 

the probability of spur dikes catching plastic garbage and to describe its behaviour in such specific conditions. 

The introduction of additional elements in form of vegetation, which is known to effectively catch plastic litter 

(Cesarini et al., 2022), together with the longer spur, should enhance the capture process. Although the factors 

like variability in plastic density, shape and wind exposure will not be investigated in the presented case, 

the obtained knowledge can be still used to modify existing river structures or help in plastic cleaning activities. 
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ABSTRACT 

The need of studying how plastics affect water ecosystems, such as rivers, lakes, and oceans, has been emerged 

in last years. Despite this, there is a lack of knowledge, mainly due to the poor data availability, which does 

not allow to understand the dynamics and the accumulation of plastic waste in rivers. Recent studies observed 

that only a small fraction (≈ 3%) of the total plastic waste generated within the river basin is discharged into 

the ocean, so the large part of the plastic waste remains entrapped within the river system. Once plastics entered 

the river corridors, their dynamics is strongly affected by the flow regime and by the channel boundaries, e.g. 

the river morphology or the presence of in-channel structures. In this work, the focus is on the analysis of 

micro- and macro-plastics (< 5 and> 5 mm, respectively) trapped into river sediment. The major aim of the 

study is the investigation of plastics accumulated in river sediments along the Arno River (Italy).The sampling 

campaign was designed to  study the influence of the flow regime on the plastic distribution. 

1. Introduction

Plastics are ubiquitous in human society due to the many properties of plastic polymers, and plastic pollution 

growth in years becoming dangerous for earth ecosystems, particularly for water ecosystems. For this reason, 

an increasingly large part of the human society is now committed to combating plastic pollution and finding 

effective solutions for removing micro- and macro-plastics from the natural environments (Waters et al., 2016). 

Water ecosystems represent the main mean of transportation for plastic items as they might easily enter into 

open waters (Gonzalez-Fernandez and Hanke, 2017), i.e. rivers and lakes, through many source points, e.g. 

the urban runoff, and the outflow of the wastewater treatment plant (Becucci et al, 2022). Once plastics entered 

open waters, they started to be transported downstream depending on their settling velocity (Francalanci et al., 

2021). From the moment they begin their residence in rivers, a complex dynamic is set in motion whereby this 

plastic waste may be transported to seas or oceans, or, more likely, remain within river corridors (van Emmerik 

et al., 2019, Tasseron et al., 2020). During their residence time in rivers, plastic polymers may change their 

properties (e.g. density) due to the physical and biological processes they undergo, and, consequently, also 

their dynamic changes in time. 

In the present work, the focus is on the plastics trapped in bed sediments along the Arno River corridor in Italy. 

This is an ongoing study, designed to provide the quantification and the characterization of plastics along the 

river. A series of sample locations were identified on the river bars; the collected samples are analyzed, 

provided plastics is separated from sediment and plastic polymers are identified and characterized (size, shape, 

density ..). In addition, the study will provide a first relationship between the river flow regime and the 

distribution of plastics into the river corridor. 

2. Methodology

The analysis is conducted by collecting samples from emerged river bars along the Arno River (see Fig. 1). 

These locations were identified by considering the three main urban areas that develop close to the river, i.e. 

the Valdarno urban in the upper part of the river catchment, the urban area of the city of Florence in the lowland 

part of the river catchment, and the urban area of the city of Pisa close to the river mouth. A total number of 

12 samples sites have been identified, for each of them few sampling points are considered. 
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Fig. 1. Sampling sites along the Arno River. 

For each sample, extraction of plastics was performed by the density separation method. The samples were 

homogenized, and then only 300 g of sediments was considered for the test. The tests were performed into a 

1000 mL glass beaker considering 600 mL of saturated CaCl2 solution characterized by a density of 

1.41 g/cm3.Samples were allowed to settle for 24 h, then 40 mL of the supernatant was collected for the 

following step, i.e., the digestion of biological organic content performed with using 40 mL of H2O2 at 30% 

by weight. This sample was kept in motion for 24 h by means of a vibrating plate to facilitate the oxidation 

process. The solid matrix was then transferred to 20÷25 μm porosity paper filters by Whatman and filtered 

through vacuum filtration system. Lastly, the filters were placed inside a clean, covered aluminum Petri capsule 

and dried in an oven at 105 °C for 1 hour. The paper filters containing the digested materials were observed at 

first by visual inspection in order to identify the presence of plastic fragments and then by Raman spectroscopy 

to be individually characterized terms of dimensions, shape, and plastic polymer. 

Fig. 2.Visual observation of candidate microplastic particles: (A) sphere, (B) fiber, and (C) fragment

3. Conclusion

The abstract presents a methodology for investigating the presence of plastics in river sediments. A series of 

samples have been collected along the Arno River (Italy) with the aim of provide a first quantification and 

characterization of plastic polymers deposited on river bars., The present analysis will be useful for 

investigating the role of floods in the distribution of plastics along the river corridor. 
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ABSTRACT 

Studies of microplastic (MP) pollution are becoming interesting topic for research, but the research of MP in 

karst environment is still in its infancy. This study was done on two karst springs in Slovenia (Malni and 

Rižana), that are the most important sources of drinking water for local inhabitants. The results showed that 

17% of particles in Malni are plastic, while for Rižana the result is 5.4%. The most common polymers found 

were different resins, rubber and copolymers. 

1. Introduction

Karst surface covers about 15% of the global land surface and more than a fifth in Europe alone (Goldscheider 

et al. 2020). In many regions karst aquifers often represent the only exploitable water reserves and are therefore 

invaluable sources for human health, food security, and the economic sector (Ravbar et al. 2015). Recently, 

there have been some studies of MP pollution in karst environment (Valentić, 2018; Panno et al., 2019; Balestra 

and Bellopede, 2022). According to those few existing preliminary studies, the karst underground environment 

contains predominately MP fibres, with study of Valentić (2018) indicating a correlation between the low 

density of MP and rapid transport of such particles through the karst aquifer. Figure 1 represents some possible 

MP transport routes in karst environment. 

Fig. 1: Schematic MP transport routes (grey boxes) in the karst underground and karst aquifer. All of the MP is transported through the 

aquifer and ends in karst springs (Source: Ravbar 2007, with modifications). 

2. Study area and results

The study was conducted on two karst springs in Slovenia – spring Malni and spring Rižana. Both springs are 

regionally extremely important sources of drinking water – they are the only springs that present water supply 

for the entire year. There are some other smaller springs, but they are either too torrential in nature or 

biochemically unsuitable for use. 
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Sampling of Malni was continuous, on a weekly basis, from October 2020 to May 2021, while sampling of 

spring Rižana was done approximately once a month, from the end of November 2020 to June 2021. Rižana 

is (compared to Malni) much more torrential spring – the flow can easily differ 20x times or more between 

low levels and high levels of water, therefore making it challenging for sampling on a weekly basis.  

Results from Malni show, that the quantity of MP particles is the highest during the first rain event after longer 

period of drought. This is similar to the behavior of other, water soluble pollutants, like concentrations of 

nitrates and phosphates (Ravbar et al. 2015). Spring Rižana does not show any clear trends of MP quantity. 

Majority of measured particles consist of fibres (65% in Malni and 86% in Rižana), varying in length, but are 

mostly 5 – 20 µm in diameter. The confirmed plastic polymers from both springs are represented in Fig. 2. 

Determined MP particles represent 17% of all particles for Malni and 5.4% for Rižana spring.  

Fig. 2: Confirmed MP polymers in all samples, from both springs. PE = polyethylene, PET = polyethylene terephthalate, PP = 

polypropylene, PVC = polyvinylchloride, PS = polystyrene, PA = polyamide, PBT = polybutylene terephthalate. Resins, rubber and 

copolymers include a wide variety of polymers, while unidentified are those spectra that could potentially be plastic, but we were unable to 

find a spectrum in polymer library to determine it. 

As we can see from Fig. 2, the most commonly found plastic polymers are different resins (like 

polyacrylamide, urea formaldehyde etc.) and rubber (like chloroprene). Rižana spring samples also contained 

different copolymers. This indicates, that MP pollution comes from sources that contain a lot of complex 

materials, but we were unable to determine the exact source. Since majority of MP particles found are fibers, 

we expect that the fibers of different polymers are either coated with plastic polymer or the polymer itself was 

already produced in the fiber shape. We suspect that Malni spring samples contain more MP compared to 

Rižana due to more densely populated catchment area and easier access to frequent sampling. 

3. Conclusions

Results from springs show that MP is indeed present in karst sources of drinking water. It follows same pattern 

as other water soluble pollutants (the highest concentration is after longer period of drought), which will 

simplify monitoring of MP pollution in the future. We were unable to determine exact sources of pollution, 

but the confirmed particles are mostly different resins, rubbers and copolymers.  
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ABSTRACT 

This study investigates a novel river cleaning system, removing macroplastics from running waters. The 

cleaning method uses drum screen units to pass transported plastic particles towards the riverbank. A series of 

experiments in a physical test stand of a single drum screen analyses the flow depth distribution of 

representative macroplastic particles and the interaction of the particles with the horizontal bar rake system of 

the drum screen. 

1. Introduction

Plastic waste in rivers does not only cause widespread harmful effects on the inland aquatic ecosystem 

(Azevedo-Santos et al., 2021), but it also impedes the functionality of infrastructure installed in watercourses 

(Honingh et al., 2020). Macroplastics (>25 mm) form the highest fraction of the total plastic yield by mass 

(Moore et al., 2011). The highest riverine plastic emissions to the oceans occur in Southeast Asia (Meijer et 

al., 2021). Therefore, cleaning concepts for plastic-polluted rivers demand to focus on transported macroplastic 

particles and flow characteristics in Southeast Asian rivers. The investigated concept stops floating and 

suspended debris by horizontal, drum-shaped bar rakes that pass the intercepted particles towards the riverbank 

through a self-cleaning mechanism of rotating drums. An experimental series of 1035 test runs studied the 

potential of a single drum screen to stop macroplastics. The experiments are conducted on nature scale to 

reproduce the vertical flow depth distribution of the plastic particles and their interaction with the horizontal 

bar rakes without scale effects. (i) We assume a strong dependence of the flow depth distribution on material-

specific properties and different stopping behavior at the drum screen for different plastic types and size 

classes. (ii) Finally, we expect a rising stopping ratio by higher blocking ratios of the drum screen.  

2. Material and Methods

The test channel was 250.00 m long, 2.48 m wide, and 2.00 m 

high. Figure 1A shows the technical sketch of the tested drum 

screen unit with a height of 2 m and a diameter of 2 m. Figure 1B 

illustrates the test stand with all control and measurement devices. 

Plastic particles in watercourses exhibit wide heterogeneity in 

composition and transport-relevant physical properties. 

Therefore, we tested the six polymer types EPS, LDPE, HDPE, 

PS, PET, and PVC. All polymer types were investigated as 

commonly used base bodies and as square fragments with edge 

lengths of 25 mm, 50 mm, and 100 mm. During the test runs, we 

varied decisive flow characteristics as the approach flow depth 

from 1.2 m to 1.8 m and the approach flow velocity from 0.2 m/s 

to 1.0 m/s. Changes in the bar spacing from 15 mm to 25 mm and

Fig. 1. A) Technical sketch of the tested drum screen unit; B) Sketch of the test stand including control and measurement devices 

A) 

B)
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different installation heights of the drum screen unit between 0.37 m and 0.87 m above the channel bottom led 

to high variations in the blocking ratio. In each test run, 20 identical plastic particles were released 25 m 

upstream of the drum axis in the upper 30 cm of the water column. We observed the transport path of the 

particles and documented their vertical flow depth distribution. The installed cameras recorded the interaction 

of the particles with the horizontal bar rakes. Performing each experiment in triplicate increased the statistical 

significance of the results and the reproducibility of the experiments. 

3. Results

The vertical flow depth distribution varied strongly with the particle properties of the tested polymers. The 

probability of stopping the plastics did not only change with the polymer type and the fragment size but also 

with the approach flow velocity (see Fig. 2A). The result highlights the influence of the hydraulic conditions 

on the particle-rake-interaction. While rigid EPS and HDPE fragments wedged between the bar rakes, flexible 

LDPE and PS fragments wrapped around individual rake bars. According to the larger projected height, almost 

every base body is stopped by the horizontal bar rakes, with lower stopping ratios for EPS trays. Smaller 

fragments and the EPS trays passed through the rake due to an unfavorable alignment of the particles caused 

by the resulting moments of the acting forces. The smaller the bar spacing, the higher the probability of 

stopping (see Fig. 2 B). This effect arises especially for small fragment sizes.  

Fig. 2. A) Percentage of particles stopped for different approach flow velocities and fragment sizes at a bar spacing of 25 mm B) Percentage 

of particles stopped for different bar spacing and fragment sizes at an approach flow velocity of 0.4 m/s 

4. Discussion and Conclusion

The study provides novel findings on the dependencies of transport processes of diverse macroplastics and 

their interaction with a bar rake system. The results indicate large differences in polymer type and fragment 

size, confirming the approach of this study that unification approaches or downscaling of macroplastic particles 

are not possible without losing crucial characteristics of the transport processes. 
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ABSTRACT 

Freshwater is a main transport mechanism for macroplastic and understanding how plastic moves through the 

global river network is essential to addressing plastic pollution. The UNEP-DHI Centre’s macroplastic 

transport model based on DHI’s Global Hydrological Model simulates plastic load in 870,000 points in the 

world’s rivers. The mobilization of plastic is dependent on river discharge and is calculated hourly in real-time 

and as 9-month forecasts at a daily timestep. Calibration of such global models remains a challenge, especially 

given the scarcity of waste data. UNEP-DHI’s model presents opportunities for linkages with modelling work 

at different scales to best inform decision-makers working to tackle plastic pollution.  

1. Introduction

Plastic pollution is a global crisis facing aquatic environments. The resolution adopted by the UN Environment 

Assembly “End Plastic Pollution: Towards a legally binding instrument” is the starting point for global action 

to address this threat (UNEA-5, 2022). The treaty produced by the resolution’s Intergovernmental Negotiating 

Committee and National Action Plans produced by individual nations are all founded on plastic data – one 

must know the problem scope, location, and magnitude and monitor the progress of implemented measures.  

Models are essential tools to meet these ends due to the scarcity of plastic waste data. Global, freshwater 

models are important in the context of national strategic planning and transboundary river cooperation, yet 

even the most advanced models at this scale produce outputs at yearly or monthly resolution and are based on 

monthly run-off time series (Meijer et al., 2021). A finer temporal resolution for run-off inputs would allow 

the connection between water flow and plastic transport to be more explicit, and a finer output resolution would 

provide decision makers with the most up-to-date information relevant for mitigation activities. The UNEP-

DHI Centre has developed a model that addresses these needs and, unlike probability-based models, is easily 

adaptable as new knowledge about plastic transport dynamics is discovered. 

2. Model Description and Performance

The UNEP-DHI Centre has developed a global macroplastic transport model that simulates plastic load in over 

870,000 points in the global river network. It uses DHI’s Global Hydrological Model (GHM) as its underlying 

engine, which produces daily or hourly run-off time series. The plastic transport model thus produces long-

term historical daily time series, real-time hourly time series, short-term (10-day) hourly forecasts, and 

seasonal (9-month) daily forecasts of plastic load. 

DHI’s GHM is comprised of distributed rainfall-runoff models in more than 1 million grid cells at 0.1° 

resolution from 60°S to 60°N. Water is then routed overland and through more than 35 million km of river and 

approximately 870,000 sub-basins, delineated using the HydroSHEDS data products (Lehner & Grill, 2013). 

The average basin size is 100-200 km2, and the outlet of each basin is a simulation node. The model uses ERA5 

precipitation and IBM meteorological forecasts as inputs, among others (DHI, 2021; Hersbach et al., 2018; 

IBM, 2018). The model’s kinematic router relates the average discharge in the basin to the discharge calculated 

in the rainfall-runoff models to find the flow velocity based on the Manning formula for open channel flow. 

Plastic input is defined by a plastic-escaped-to-the-environment dataset for the world’s 85,086 municipalities 

developed by the University of Leeds and UN Habitat. Of the plastic escaped to the environment, some is 

modelled to move directly to long-term storage (buried on land), some directly to freshwater aquatic 

environments, and some transported overland by the calculated run-off. Once in the aquatic environment, some 

plastic moves to short term storage on the riverbank and some is mobilized by the river. The basic equation 

governing these transitions from storage to mobilization is: 
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𝑃𝑚𝑜𝑏𝑖𝑙𝑒 = 𝑆𝑃 × 𝑎 (
𝑄

𝑄𝑎𝑣𝑔
)
𝑏

(1) 

where Pmobile – mobilized plastic [kg s-1], SP – plastic storage [kg], Q, Qavg – (average) discharge [m3 s-1], a, 

b – constants determined during calibration [-]. The internal timestep of DHI’s GHM’s router is 10 minutes, 

thus the relationship between Q and Qavg is updated frequently for a simulation spanning days-years. The mass 

of plastic mobilized by the basin run-off and river discharge are controlled by a and b. These were determined 

during calibration of two rivers, the Seine, France and Ciliwung, Indonesia, based on modelled and field-based 

calculations for yearly river emissions (Tramoy et al., 2020; van Emmerik et al., 2019). In comparison to 

hydrological time series, plastic waste time series are short and with coarse resolution; calibration was 

conducted on yearly emissions from multiple sources. The proportion of plastic that remains on land to the 

plastic escaped to the environment for the UNEP-DHI and Meijer et al, 2021 models are presented in Fig. 1 

for 46 basins of varying size. UNEP-DHI provides a comparatively conservative estimate for smaller basins. 

Fig. 1. Relative terrestrial sink values for the UNEP-DHI and Meijer et al., 2021 models. Each dot corresponds to a river basin, colours 

correspond to basin region. Basins in the lower third are those where Meijer et al., 2021 estimates more plastic remains on land than UNEP-

DHI (where UNEP-DHI estimates more plastic emitted to the sea). Basins in the middle third are simulated similarly by both models. 

3. Conclusions and Future Opportunities

The UNEP-DHI Centre’s macroplastic transport model describes the movement of plastic once it exits the 

anthropogenic sphere until it reaches the sea. This movement is described not based on probabilities and 

monthly run-off time series, but on advanced, operational, hydrological modelling results that support real-

time and forecasts plastic load simulation. The model informs the GPML risk and warning system for plastic 

litter in rivers, available on the GPML Digital Platform (datahub.gpmarinelitter.org), where it informs 

decision-makers tacking plastic pollution.  

As improved monitored datasets and time series of plastic pollution become available, the model can 

continually be calibrated to best describe plastic freshwater transport. Most critically, the model is easily 

adaptable as descriptions of plastic dynamics in terrestrial and freshwater aquatic environments are refined and 

discovered. The work presented here offers opportunities to bridge modelling activities at different scales and 

foster the current global, political momentum to address pollution. 
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ABSTRACT 

In this study, turbulent statistics of flow on gravel beds are described by using the laws of turbulence in 

conjunction with the Double-Averaging Methodology (DAM). For this purpose, an experimental campaign in 

a laboratory flume was performed. Applying the Taylor frozen-in hypothesis to the Kolmogorov 4/5-law for 

the spatial increments of the streamwise velocity, it is revealed the existence of the well-known inertial 

subrange and an accurate Turbulent Kinetic Energy (TKE) dissipation rate ε assessment is obtained. The 

present work shows the validity of this statistical methodology (Kolmogorov’s 4/5-law) to study the turbulence 

characteristics at small scales. 

1. Introduction

The aim of this work is to provide a statistical description of turbulence by applying the laws of turbulence to 

gravel-bed flows. A similar study on a macro-rough bed (pebbles) was recently carried out by Coscarella et al. 

(2017) and is now extended to the case of gravel beds. The law of turbulence examined in detail in this study 

was developed by Kolmogorov (1941) and is well-known as the Kolmogorov 4/5-law: 

⟨𝛥𝑢3̅̅ ̅̅ ̅⟩ = −
4

5
⟨𝜀⟩𝑟, (1) 

where Δu is the streamwise velocity increment at the longitudinal spatial distance r. The angle brackets indicate 

the spatially averaged value of a quantity, whereas the overbar is the time-averaged value. In general, the 

velocity increment of the three-dimensional velocity vector Δu along the three-dimensional increment vector 

r is defined as 

𝛥𝐮 = [𝐮(𝐱 + 𝐫) − 𝐮(𝐱)] ⋅
𝐫

|𝐫|
, (2) 

where u is the three-dimensional velocity vector and x is the point of location. The Kolmogorov 4/5-law is 

strictly valid within the inertial subrange for large Reynolds numbers or when the homogeneous and isotropic 

conditions are satisfied (Qian, 1997). Furthermore, it represents a direct measurement of the TKE dissipation 

rate. 

2. Experimental setup

The laboratory experiments were carried out at the Laboratorio “Grandi Modelli Idraulici”, Università della 

Calabria, Italy, in a recirculating 9.6 m-long tilting flume with a rectangular cross section of width 0.485 m 

and height 0.5 m. The test section was located at 6.48 m downstream of the flume inlet. Two experimental 

runs were performed with uniform bed sediments [i.e., with geometric standard deviation of the grain size 

distribution σg = (d84/d16)0.5 < 1.5, where d16 and d84 are the sediment sizes for which 16% and 84% by weight 

of sediment is finer, respectively]. The bed was prepared by using medium sized gravel with d50 =10.54 mm 

(Run 1) and very fine gravel d50 =3.25 mm (Run 2). The longitudinal slope of the flume bottom, S0, was fixed 

at 1‰ by maneuvering a hydraulic jack. To damp the disturbance of the pump on the turbulence characteristics 

of the flow, a honeycomb was mounted at the flume inlet. The flow discharge, Q = 19.60 l/s, was measured by 

a V-notch weir installed in a downstream tank, located upstream of the restitution channel. At the outlet, a 

tailgate was installed to regulate the water depth, h = 0.13 m, at the test section within the flume. An Acoustic 
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Doppler Velocimeter (ADV) [Nortek Vectrino] with a four-beam down-looking probe was used to capture the 

three instantaneous velocity components (streamwise, u, spanwise, v, and vertical, w). The ADV transmitting 

length was 0.3 mm and the sampling volume was a cylinder with a base diameter of 6 mm and height of 1 mm. 

The sampling frequency was set to 100 Hz and the duration of a single sampling to 600 s. Three velocity 

profiles were measured at different abscissae (with streamwise spatial resolution of 2 cm) along the flume 

centerline, where the side-wall effect was negligible, from 6.48 m to 6.52 m from the inlet. 

3. Results and discussion

In order to identify whether homogeneity in the inertial subrange is developed in the flow in presence of a 

gravel bed, the third-order statistics were computed. Furthermore, this detailed statistical analysis was used to 

estimate the TKE dissipation rate, applying the Kolmogorov 4/5-law for the structure function of the 

streamwise velocity. The Kolmogorov 4/5-law is considered to be valid for three-dimensional homogeneous, 

isotropic turbulence at large Reynolds numbers (Kolmogorov, 1941). Nevertheless, according to Iyer et al. 

(2017), the homogeneity of turbulence is a property of the flow only at a length scale smaller than the inertial 

length scale of the energy spectrum. Thus, to validate this condition, 2D class frequency histograms for the 

third-order time-averaged velocity structure function 𝛥𝑢3̅̅ ̅̅ ̅ at different vertical distances were computed

[specifically at z = 0.1h (inner layer) and z = 0.5h (outer layer) for all runs]. The 2D histograms as a function 

of the space increment r are shown in Fig. 1, calculated using the Taylor frozen-in hypothesis. Figure 1 shows 

that the Kolmogorov 4/5-law occurs at a small r. In particular, at small scales, 𝛥𝑢3̅̅ ̅̅ ̅  increases linearly as r

increases, and then, at larger scales, it has a dispersive pattern. Considering that the black solid line in each 

subplot of Fig. 1 has a slope equal to 4⟨ε⟩/5, it is clearly evident that the homogeneity of turbulence occurs at 

low vertical distances and at high frequencies in a narrow band. This means that the gravel bed does not much 

affect the spatial variability of 𝛥𝑢3̅̅ ̅̅ ̅ at a given vertical distance for a low r, and therefore, the 𝛥𝑢3̅̅ ̅̅ ̅ values are

considered to be close to their double-averaged value ⟨𝛥𝑢3̅̅ ̅̅ ̅⟩. At the same time, it implies that the statistical

homogeneity is preserved in the inertial subrange. As regards the larger scales, 𝛥𝑢3̅̅ ̅̅ ̅ shows low frequencies

over a wide distribution, implying that out of the inertial subrange the homogeneity is no longer maintained. 

In addition, examining the Kolmogorov 4/5-law, another important feature can be highlighted: the TKE 

dissipation rates (i.e., the black solid lines slope multiplied by 5/4) have the highest values in the vicinity of 

the bed (Fig. 1a,c) and decrease as one moves toward the free surface (Fig. 1b,d). Moreover, the effect of bed 

roughness is clearly recognizable: in fact, at a fixed elevation, ⟨ε⟩ increases as the bed roughness size increases. 

Fig. 1. Frequency histogram of −𝛥𝑢3̅̅ ̅̅ ̅ at (a) Run 1 and z = 0.1h, (b) Run 1 and z = 0.5h, (c) Run 2 and z = 0.1h, and (d) Run 2 and z = 0.5h.

The solid black line in each panel represents the Kolmogorov’s 4/5-law. 

In Conclusion, our analysis reveals that, at small scales, the distributions of the third-order moments become 

very narrow, indicating a universal behavior of turbulence and the possibility of estimating the TKE dissipation 

rate. 
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ABSTRACT 

1. Introduction

Flow velocities in river, channel or estuarine environments are often estimated using moving-boat Acoustic 

Doppler Current Profiler sensors. Usually, obtained raw data are projected and processed on a pre-defined 

computational mesh. For every ADCP velocity profile, the measured flow velocity is solved from the radial 

beam velocities to directly obtain Cartesian velocity vector data. This approach suffers from spatial 

homogeneity assumptions: To estimate flow velocities, the acoustic beams from the transducer diverge. Hence, 

the larger the distance from the instrument, the larger the assumption of spatial flow homogeneity becomes. 

For ship-mounted ADCP measurements, the resulting performance is worst near the bed, where the velocity 

gradients are largest and the spatial homogeneity assumption is least justifiable. An improved method of mesh-

based velocity estimation was presented recently (Vermeulen et al., 2014). Rather than solving for flow 

velocities for each ADCP profile measurement and thereafter projecting them on the computational mesh, flow 

velocities are solved per mesh cell by collecting all radial velocity measurements in that cell. Thereafter, the 

flow velocity is solved for per computational cell, based on all radial velocity measurements within that cell 

performed at different times.  This approach however requires assumptions on temporal homogeneity: 

temporal variations should be small compared to spatial variations (Moradi et al., 2019). Thus, there is a trade-

off between assumptions on spatial and temporal homogeneity. The temporal homogeneity assumption holds 

for inland riverine systems, were temporal variations are typically small. For tidal systems however, temporal 

variations play a more prominent role. Therefore, the novel method cannot directly be applied to ADCP 

processing in tidal systems. 

In the present work, we present a fitting procedure that to a large degree circumvents both the spatial and 

temporal homogeneity assumptions in tidal environments. It extends the novel method (Vermeulen et al. 2014) 

to reduce the dependence on the spatial homogeneity assumption, and uses available information on tidal 

motion to reduce the problem of temporal homogeneity. 

2. Method

Following Vermeulen et al. (2014), we relate the Cartesian flow velocity u within a specific computational 

sigma-layered cell j at time 𝑡𝑖 to the measured radial velocities b by a transformation matrix R:

𝒃𝑗
𝑖 = R𝑗

𝑖𝒖𝑗(𝑡𝑖) + 𝜺𝑗
𝑖 .

Herein, the vector 𝑏𝑗
𝑖 contains all radial velocity measurements in cell j at a time 𝑡𝑖, the matrix R𝑗

𝑖  transforms

from Cartesian coordinates to ADCP beam coordinates and 𝑢𝑗(𝑡𝑖) is the Cartesian flow velocity. In practice,

radial velocity measurements will be affected by measurement noise and uncertainties, parametrized by the 

random vector 𝜀𝑗
𝑖. Next, we assume that the flow in cell  j and time 𝑡𝑖 is homogeneous within the cross-sectional

cell (which holds in the small cell limit), and may be written component-wise (with 𝑑 = 𝑥, 𝑦, 𝑧) as a 

superposition of one subtidal 𝑛𝑐
𝑑 and tidal constituents:

𝑢𝑗
𝑑(𝑡𝑖) = 𝑎0,𝑗

𝑑 + ∑ (𝑎𝑐,𝑗
𝑑 cos𝜔𝑐

𝑑𝑡𝑖  + 𝑏𝑐,𝑗
𝑑 sin𝜔𝑐

𝑑𝑡𝑖)
𝑛𝑐
𝑑

𝑐=1
= (1  cos𝜔1

𝑑𝑡𝑖    sin𝜔1
𝑑𝑡𝑖  ⋯)

(

𝑎0
𝑑

𝑎1
𝑑

𝑏𝑐
𝑑

⋮ )

= M𝑗
𝑖,𝑑𝒑𝑗

𝑑 .

In the above line, M𝑗
𝑖,𝑑

 denotes the model matrix at time 𝑡𝑖, cell j and dimension d. Substitution yields

𝒃𝑗
𝑖 = R𝑗

𝑖M𝑗
𝑖𝒑𝑗 + 𝜺𝑗

𝑖,
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which gives a direct relation between cell-based radial velocity measurements 𝒃𝒋
𝒊 and tidal constituent and  

phase parameters 𝒑𝒋. By solving the above system of equations using regularized linear least squares, we obtain

an estimate of the tidal flow parameter per computational cell element. 

3. Results

The above method has been successfully applied to two 13-hour measurement campaigns in the Rhine-Meuse 

delta, the Netherlands. We have fitted the two dominant diurnal and quarterdiurnal tidal constituents to the 

data (Fig. 1). Besides clearly showing subtidal estuarine circulation (upper plot), the fit also shows large 

vertical phase differences in the quarterdiurnal tide. The tidal parameter estimation algorithm combines well 

with the method of Vermeulen et al., 2014), and preliminary results also indicate that terms in the momentum 

balance may be estimated reliably by extending the approach of the current work. 

Fig. 1. Subtidal flow, M2 and M4 tidal amplitude and phase estimates obtained from a 13-hour measurement campaign in the Rotterdam 

Waterway, the Netherlands. Note that the M4 constituent shows considerable internal tidal asymmetry. 

4. Conclusion

The proposed method of estimating tidal parameters without first computing Cartesian flow velocity vectors 

using regularized linear least squares has been  applied to several field data sets. The present approach avoids 

stringent assumptions on flow homogeneity in space and time by combining the approach of Vermeulen et al. 

(2014) with regression with respect to tidal parameters. The method can straightforwardly be extended to 

estimate spatial gradients, thereby allowing for an efficient and consistent estimating procedure of terms in the 

momentum balance from raw ADCP data. 
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ABSTRACT 

A pilot study has been carried out at the vertical slot fish passage of Çataloluk Small Hydropower Plant (SHP), 

which is located in Ceyhan River Basin in Tekir River in Turkey. Accordingly, 3D velocities and turbulence 

quantities were collected at several points in the pool with Acoustic Doppler Velocimeter (ADV) for various 

discharges at the Cataloluk fish passage. The pool depth was measured continuously through the year by using 

Ultrasonic Distance Sensor (UDS). The UDS monitoring data revealed that pool depth is highly variable during 

operation that can have important implications for fish passage design. The fish movements were recorded 

continuously in the selected pool with underwater digital video cameras. The prototype measurements showed 

that by placing brush blocks in the vertical slot pool, the flow energy is effectively dissipated by the vibrations 

and bending of the bristles leading to an about 17% reduction in the spatially averaged turbulence kinetic 

energy. The proposed monitoring technique is cost-effective, efficient, and easy to implement in existing pool-

type fish passages. 

1. Introduction

In many existing pool-type fish passes the hydraulic conditions are not favorable for upstream fish migrations 

due to high turbulence levels and unfavorable flow conditions such as short-circuit currents, wall jets, and 

unacceptable specific hydraulic power values (Kucukali and Hassinger, 2018). In this context, it is necessary 

to retrofit existing vertical slot fish passes to allow the passage of such small-bodied and weak swimming 

capacity fish. In this paper, it has been proposed to place permeable brush blocks in the pools of vertical slots 

to enhance energy dissipation as an innovative concept. 

2. Prototype Measurements

The fish passage performance and flow structure of a vertical slot fish pass, with and without brush blocks, 

were investigated at the Cataloluk Small Hydropower Plant on the Tekir River, located in the Ceyhan River 

Basin of Turkey. An Acoustic Doppler Velocimeter, ADV (10-MHz Nortek Vectrino) was used to measure 

the three-dimensional instantaneous velocity fields. The turbulence quantities were collected at 100 Hz 

frequency during a sampling time of 30 seconds. It would have been better to have a longer sampling duration 

with ADV; but, in our case, it is risky to sample for a longer duration due to possible variation of headwater 

level. Hydraulic conditions tend to have repeating patterns. Accordingly, a representative basin is selected for 

the flow and turbulence measurements. In Figure 4, open circles show the velocity measurement points taken 

by the acoustic doppler. The position accuracy is approximately 2 mm. The measuring grid was not distributed 

uniformly over the base area, since it was to be expected that larger velocity gradients occur in the area of the 

beam and the vicinity of the wall. As shown in Figure 4 a grid with 10 cross sections and 11 longitudinal 

sections as well as 4 vertical planes were selected. From those measurements, the local power velocity Vpm is 

calculated using Eq. (1) 

3

3

n

V
V

i

pm


=     in which     222 wvuV ++=   (1) 

where n is the number of velocity samples. The local power velocity (Vpm), is thought to be a useful parameter 

to understand fish migration patterns. Data on instantaneous velocity were filtered with ExploreV software 

using the Goring and Nikora (2002) phase-space threshold despising method. The signal post-processing 

included the removal of average signal-to-noise ratio data less than 15 dB and the removal of average 

correlation values less than 70%. The deleted data was not substituted. The average pool depth (i.e. water level) 
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was continuously monitored throughout the year by using an Ultrasonic Distance Sensor (UDS) which has a 

sampling rate of 1Hz at the representative pool of the fish passage with Nivus i-series and Nivus GPRS data 

logger. 30-minutes time-averaged pool depths are recorded.  

Fig. 1. Top view of the vertical slot-brush fishway and the velocity measurement grid (open circles) in a repeating section. Capital 

letters show the longitudinal measurement sections.  

3. Results and Discussion

Within the scope of the project, three-dimensional velocity measurements and fish monitoring studies were

conducted for different real-time operating conditions (Table 1). After the installation of brush blocks and

substrate maximum velocity observed near the bed downstream of the slot was reduced by 50%, (ii) spatially

averaged power velocity is reduced by 20%, (iii) turbulent jet region reduced and recirculation regions

disappeared (Fig. 1).

Table 1. The flow conditions in the pool that ADV measurements were taken 

dp (m) 0.59 0.73 0.97 1.19 

Q (m3 s-1) 0.145 0.183 0.261 0.329 

Rej 6.6E+05 8.3E+05 1.2E+06 1.5E+06 

Frj 0.46 0.43 0.40 0.37 

Notes: dp=average pool depth, Q=discharge, Rej= Jet Reynolds number, Frj= Jet Froude number 

(a)  (b)

Fig. 1. Power velocity distribution in the Cataloluk vertical slot fish pass pool, Q=0.145 m3 s-1, z=0.18 m. (a) Existing structure, (b) 

after the installation of brush blocks and substrate . Dimensions are in cm. x = (x, y, z) – position vector [m], x – longitudinal 

coordinate [m], y – transversal coordinate [m], z – vertical coordinate [m] 
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ABSTRACT 

The acoustic Doppler current profiler was applied in the Biffis channel that is a regulated concrete irrigation 

channel in the Adige River plain (Italy). This campaign aimed at evaluating the effects on the hydrodynamic 

field induced by propellers prototype installed for the hydropower exploitation. The reconstructed velocity 

maps and the spectral analysis of velocity time series in fixed positions made evident a convective acceleration 

close to the channel boundaries due to the operating propellers. This gave rise to flow velocities of about 1.6 

m/s close to the channel concrete bed. Furthermore, within the wake of installed prototypes, velocity 

oscillations were observed within the entire investigated frequency range of 0.1-0.3 Hz.    

1. Introduction

The Biffis open channel continuously diverts 130-135 m3/s from the Adige River (Fig. 1). In this study, the 

1.2 MHz acoustic Doppler current profiler (ADCP) Rio Grande by Teledyne-RDI, mounted on a trimaran, was 

used to investigate the performance of two arrays of four propellers prototype (Fig. 1) installed at Biffis channel 

for hydropower exploitation and their possible impacts on channel flow. The investigation of river channel 

velocity field by means of the ADCP is a well consolidated practice (Guerrero and Lamberti, 2011, Parsapour-

Moghaddam and Rennie, 2018).  

Fig. 1. The Biffis open channel draining water from the  Adige River close to Trento, Italy, on the left and the investigated cross-section with 

the installed array of four prototype propellers out of water (non-productive phase) on the right. 

2. Methods

The Rio Grande ADCP combines four mono-static piezoelectric transducers, which project and receive 

coherent pulses along acoustic beams towards the channel bed. The ADCP compass was preliminarily 

calibrated to reach a 2 degree total error. The DSM232 GPS receiver by Trimble was integrated in the ADCP 

acquisition software (i.e., WinRiver II by Teledyne RDI) and the NMEA string received in real time, was used 

to locate the measurement sections. The profile resolution was fixed to 0.25 m whereas profiling time interval 

was close to 1 s. 
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2.1. The ADCP campaign 

Two cross sections, equipped with four-propellers array were investigated during two days (i.e., June 17th  and 

18th, 2021). The flow discharged was measured within 130-135 m3/s which reflected a small change in the 

diverted flow during the two days campaign. These sections are trapezoidal and triangular. The former is about 

25-m wide and 6.1m deep whereas the triangular one has 22-m and 7.2-m width and height, respectively.

Moving and fixed deployment were conducted for a total of 24 measurements few meters upstream and 

downstream of the arrays. These measurements differently combined the operational and non-operational 

phases of the arrays. The moving measurement were aimed at mapping the time averaged velocity field and 

entailed from 4 to 10 repeated transects, depending on the inspection of profiling quality in the field. Each 

repetition took 2-3 minutes. The ADCP towing velocity was manually kept as low as possible as it is suggested 

by the operation manual. In any case it was close to 0.1 m/s which is one order of magnitude lower than the 

expected flow velocity and entailed negligible bias on velocity profiling (Huang, 2017). Continuous time series 

of velocity profiles with a duration of 20-30 minutes were aimed at characterizing time oscillations and were 

measured at fixed positions aligned with selected propellers. No moving condition of the channel concrete bed 

was preliminarily verified, and consequently the bottom track reference was explicitly used for water velocity 

assessment.  

2.2. Data analysis 

Spatial patterns and oscillation periods were investigated from mapped velocity field and measured time series, 

respectively. Aiming at a mapping of steady spatial patterns, the velocity magnitude from repeated transects 

were binned within a 0.5 x 0.25 m2 regular grid and grouped values in the same grid cell were statistically 

characterized. The power spectral density was assessed for the time series of velocity magnitude at each fixed 

position and profile bin. The frequency and water depth corresponding to the maximal power were identified 

for each position. 

3. Results

Preliminary results revealed a relevant flow spatial-acceleration towards channel boundaries downstream of 

propellers that is the effect of flow deviation operated by the prototypes while spinning into water during 

operational phase for hydropower exploitation (Fig. 2). The maximal velocity magnitude reached 1.6 m/s while 

approaching the channel bed that is larger than the observed maximum value equal to 1.5 m/s for the condition 

without the propellers spinning into water.   

Fig. 1. Binned and averaged velocities within 0.5 x 0.25 m2 regular grid; velocity data are from moving ADCP repeated transect downstream 

of propellers array during operational phase for hydropower exploitation. Channel profile (black marks) is from ADCP signal devoted to 

locate the bottom; square and plus marks reflect maximal observed deviations in repeated transects.   

Maximal spectral powers were observed at frequencies close to 0.06 Hz and 0.1-0.3 Hz. Undisturbed 

conditions (i.e., apart from the wake produced by spinning propellers into water) where characterized by lower 

spectral powers and mostly appearing at the highest frequency of 0.3 Hz.  

Overall, this preliminary analysis indicates a relevant deformation of the velocity mean field nearby channel 

margins due to operating propellers. This may result in additional forces at protected banks and propellers 

reduced performance because of flow bypassing towards margins. 
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ABSTRACT 

Suspended Particulate Matter (SPM) measurements are a very important challenge of operational flow 

monitoring. The ANR project MESURE led to the development of a compact dual-frequency ABS prototype 

tested on a river. Following this research project, a compact commercial version was developed by Ubertone, 

composed of a hyperband acoustic module, and of a battery-wifi-logger module. In this paper, we present the 

deployment of this UB-SediFlow during sediment managing operations. The UB-Sediflow was installed on a 

floating board. In parallel, another team collected SPM reference samples to qualify UB-SediFlow. Post-

processing analysis over a large frequency range gave quality data and this campaign showed an easy 

deployable instrument allowing real time data visualization. 

1. Introduction

The ANR project MESURE (ANR-16-ASMA-0005, 2017-2020) proposed to advance further regarding the

SPM metrology (sediment concentration, size and flux) using multifrequency hydro-acoustic observations. A

dual-frequency ABS (Acoustic Backscattering System) prototype was first developed by Ubertone and tested

in laboratory and field campaigns. This prototype was then upgraded to allow a larger range of emission

frequencies. In this paper, we present field campaign results of the hyperband ABS UB-SediFlow.

2. Method

2.1. Hyperband ABS 

The UB-SediFlow is a multi-frequency acoustic profiler (Fig. 1), which measures backscattered echo profiles 

along 4 acoustic beams. The system is composed of two hardware modules linked by a cable. The waterproof 

acoustic module (up to 20m) includes 4 wideband transducers (covering the full range 300kHz to 6MHz) and 

an acoustics electronic board. The splashproof logger (acquisition and communication module) includes a 

battery (autonomy of 12 hours) and communicates through wifi (signal range between 50 and 100m). 

Fig. 1. From left to right : the UB-SediFlow on a floating board, the acoustic module and the user interface 

The acoustic module UB-Sediflow was installed on a CNR floating board (Fig. 1) which was deployed with a 

rope from the bridge on the river at a fixed position or moving to get a transect. 

2.2. Theory 

The acoustic backscattered intensities measured by acoustic profilers can be inverted through different 

methods to get concentration and grain size information (Hurther, 2011). All the methods derive from the sonar 

equation (Thorne, 1997), which includes the necessity of a calibration. 
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2.3. Field measurements 

During the sediment managing operations APAVER of May 2021 on the Rhône river, France, the UB-

SediFlow was set with 6 acoustic configurations: 0.5 ; 1.0 ; 1.5 ; 2.3 ; 4.5 and 5.2 MHz. The inversion of the 

acoustic data has been compared with pycnometer samples and the CNR’s reference measurement over 5 days 

(May 19 to 21, 25 and 26th, 2021). 

3. Results and discussion

When analysing the acoustic data, the distinction between fine and coarse particles (<100μm<) is made. The

fine sediment concentration estimator was calibrated on May 19th in the morning with a pycnometer near the

water surface at the very beginning of the campaign. The coarse sediment concentration estimator is calibrated

near the water surface on the 20th, during a peak of concentration.

The acoustic measurement of the concentration of fine sediments has an uncertainty close to the 20% of the

reference pycnometer. Figure 2 shows concentration evolutions on May 20th according to different

measurement methods, including the reference value computed by the CNR from several methods.

Fig. 2. Concentration measurements, in the first meter under the surface, by UB-SediFlow (dots) and pycnometer (squares) compared to 

reference value (line), on May 20th. 

Fig. 3. Coarse particles concentration profiles (in g/L) measured by acoustic method, on May 19th in the afternoon. 

Coarse particle (>100microns) concentration measurements over the whole vertical allow a quantification of 

the concentration along the depth (see Fig. 3 on May 19th afternoon). This measurement could be improved 

with two points of calibration at the surface and near the bottom. 

4. Conclusion

The UB-SediFlow gave quality data over a large frequency range and showed an easy deployable instrument

allowing real time data visualization. The first result led the CNR team to improve the knowledge of sand

flux spatially and temporally. The advantage of this sensor is the optimization of the number of samples on

site to estimate SPM flux. A laboratory calibration campaign on the DEXMES facility is planned to confirm

consistency of the field in-situ calibration. The next step will be to qualify this instrument with more SPM

reference values.
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 ABSTRACT 

Experiments of incipient motion conditions were carried out in a flume bedded with plastic particles with 

average diameter of 3mm. Such particles can be referred to as microplastics, and their mobility is, like that of 

natural, clastic sediments, highly linked to the near-bed flow field. Near-bed velocity measurements were 

performed with a portable ultrasonic velocity profiler (UVP), the UB-Lab P by Ubertone. Transversal velocity 

profiles were taken at 4-5 increasing distances from the bed surface, to (i) derive information on the near-bed 

flow field and its distribution in the transversal direction and (ii) investigate the deepest half of the flow depth, 

where log-law velocity distribution was assumed. This study presents the first results concerning near-bed 

velocity measurements over a bed made of microplastic particles. 

1. Introduction

The estimation and measurement of flow velocities and their distribution in the presence of relatively shallow 

flows (depth below 0.1m), with low Reynolds numbers, can be challenging, even in controlled laboratory 

conditions. In particular, the near-bed flow field, crucial for the estimate of incipient motion, is the focus of 

this study, which sees the presence of lightweight ellipsoidal grains composing the bed layer. Threshold 

conditions are typically investigated by the use either of image-based velocimetry or acoustic devices, i.e. 

Doppler velocimetry. The latter methods use two types of transducers: (i) mono-static, consisting of single 

emitter/receiver profiling the velocity projection along the beam direction (i.e. ultrasonic velocimeters and 

profilers, UVP), used in this study, and (ii) multi-static that usually combines receivers and emitter to converge 

in the measurement volume. Due to the relatively low density of the used bed material, and the shallow depth 

of the studied flows, it was critical not to perturb the free surface. 

2. Methods

The UVP UB-Lab P by Ubertone was used with two mono-static transducers (it can accommodate up to 3) 

and a portable compact control unit (UBERTONE, 2020). The shallow water depth, in the range of 4-6 cm, 

required external installation on the polycarbonate wall, with ultrasound gel: an ad-hoc designed holder was 

used to clamp the transducers from outside the flume at a side wall; this ensured both transducers were set at 

a constant, fixed angle in all tests, and avoided perturbations on the free surface. Velocity vectors were 

estimated by measuring two components laying on parallel and horizontal planes at 4-5 increasing distances 

from the bed surface, to eventually reconstruct the velocity profiles along 140-160 verticals. The transducers’ 

frequency was 3.0 MHz, pulse repetition frequency was fixed at 600 and 1200, depending on the hydraulic 

conditions, which resulted in a sampling rate of 1.6-1.75 Hz.  

2.1 Experimental setup 

The experiments were conducted in the Hydrodynamic Models Laboratory (HML) at the Institute of 

Geophysics, Polish Academy of Sciences. HML is equipped with a 0.25m-wide, 0.3m-deep and 5.2m-long 

flume, with water recirculation. The tests were carried out with two types of granular beds, composed 

respectively of PA6 (polyamide 6, density, ρ = 1.1g/cm3) and POM (polyoxymethylene, ρ = 1.4g/cm3) grains 

with 3mm average diameter. Incipient motion conditions were firstly assessed visually and the tested 

discharges (measured with a flowmeter at the inlet pipe) were in the range 1.9-2.1·10-3 m3/s for PA6 and 2.3-
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2.5·10-3 m3/s for POM bed tests. The mean water depth was around 6cm and 4.5cm for PA6 and POM bed 

respectively, and it was not constant along the flume with an average increase of around 2-3 mm along a 1.5m-

long stretch. The bed slope was <0.0001. The bed layer was levelled manually, and the transducers’ positioning 

was manually adjusted, starting from 0.5cm up to 3.5cm and 2cm respectively for the PA6- and POM-bed 

tests. The transversal profiles of velocity were measured at fixed distances from the bed surface, i.e., at 0.05, 

0.08, 0.1, 0.2 and 0.35 m above the bed. 

3. Results

The measured streamwise velocity in horizontal profiles at different depths was analysed and the resulting 

time-averaged flow field for a sample test is reported in Figure 1a). The blind region close to the left wall 

(starting from 0 up to 5cm) is dictated by the type of transducer used, while the quasi-symmetrical lack of 

values close to the right wall is due to reflection (giving low SNR). Figure 1b) shows, as from Nezu & Rodi 

(1986), the normalised velocities U+ versus the normalised depth Z+ at which they were measured. U+ and 

Z+ are calculated as 𝑈 +
𝑈

𝑈∗
  and 𝑍 +

𝑧

𝜈 𝑈∗⁄
, where U is the cross-sectional time-averaged velocity, z is the 

vertical coordinate, ν is the kinematic viscosity of water, and U* is the shear velocity resulting from the slope 

parameter derived from the log-fitting of the measured velocities (4 or 5 points depending on the type of bed). 

Fig. 1. a) Sample streamwise flow velocity isolines at 2.5m from the flume inlet. b) distribution of measured near-bed velocities U+ versus 

normalised depth Z+ (logarithmic scale is applied to the x-axis) for a sample section for discharges Q1, Q2, Q3. 

4. Discussion and conclusions

The present application shows that, for shallow depths, the lateral configuration offers the advantage of not 

disturbing the bed while measuring at less than two times the bed particle’s diameter dp. By repeating 

measurements of transversal profiles over the same vertical plane, by accurately positioning the transducers at 

progressive distances from the bed,  one can obtain enough data to fit the law of the wall (log distribution). 

Observed patterns in Figure 1a) reflect non-perfect uniform flow conditions, which will be accounted for in 

future analyses. Our incipient motion experiments on a bed of microplastics saw Re ranging in the order of 5-

9·103, which is lower than in the study by Nezu & Rodi (1986), for a smooth immobile bed. The results in 

Figure 1b) show that the range of both U+ and Z+ in the measured zone (i.e. the lower half of the flow up to 

~2dp) is comparable to that expected for a logarithmic profile (i.e. Z+ > 30). This information will be coupled 

at a second stage with bed particles’ movements retrieved from video recordings, to define baseline conditions 

for the incipient motion of the PA6 and POM particles. 
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ABSTRACT 

Velocity profiles were obtained experimentally for three types of simulated vegetation elements arranged at a 

sparse parallel pattern. Above the top of the canopy the data are found to follow closely a logarithmic law, the 

constants of which depend on the type of element and the proximity to the elements alignment.  

1. Introduction

In recent years river management and design has shifted to a more ecological approach aiming to protect and 

restore vegetation, acknowledging its benefits to the natural habitat. Therefore, much research has focused on 

the interaction between vegetation and water flow. Several studies have concluded that the vertical profile of 

velocity has a characteristic S-shape and the distribution above the vegetation canopy follows a logarithmic 

law. Analytical expressions of these distributions have been proposed, among others, by Carollo et al. (2002), 

Stephan and Gutknecht (2002) and Li et al. (2014). Most of these formulas refer to dense or meadow-like 

vegetation canopies. Nepf (2012) noticed the difference between sparse and dense canopies and reported that 

in the first case the velocity distribution is nearly logarithmic throughout the water depth. The present paper 

attempts to explore the dependence of the velocity profiles above a low density canopy on the geometry of 

vegetation elements.   

2. Experiments

Experiments were conducted in a laboratory flume 16 m long and 0.50 m wide, as listed in Table 1.Three types 

of elements were used, mimicking submerged small plants with rigid stems with or without foliage: (a) simple 

rods, (b) compound elements consisting of plastic spheres fixed on top of rods and (c) compound elements 

consisting of flexible needles arranged axisymmetrically on top of the same rods. The elements were placed 

on a false perforated bottom and arranged on a 10x10 cm mesh, therefore at a density of 100 stems/m2.Velocity 

and turbulence measurements were obtained by means of a 3-D ADV instrument (ADV Lab Ver. 2.7 Probe 

N0187 Nortec AS) on vertical lines at nine locations within the vegetation array, shown in Fig.1(a). The 

instrument operates at a frequency of 25 Hz and each measurement lasted 2 min, yielding a total of 3000 values 

of instantaneous velocities at each measurement point. For comparison purposes, the discharge Q= 41 l/s and 

the flow depth in the measurement area H = 25 cm were constant throughout the experiments. More details of 

the experimental setup and procedure and partial qualitative results were presented in previous papers 

(Mavrommatis and Christodoulou 2019, 2020), whereas the present paper focuses on the quantitative 

description of velocity profiles above the canopy.   

3. Results and Discussion

The upper part of the measured velocity profiles at all locations was compared to a logarithmic equation of the 

following form:  

𝑢 =
𝑢∗

𝑘
ln (

𝑧

ℎ
) + 𝐶  (z>h)  (1) 

where u=local temporal-mean longitudinal velocity, u* =local friction velocity at top of the canopy obtained 

as the RMS value of the cross-product of velocity fluctuations, u*
2= <-u'w'>, z=distance from bed, h= 

vegetation height, k=0.4 and C=constant. A satisfactory fitting of the experimental data to Eq. (1) was generally 

observed, as illustrated for Exp2 in Fig. 1(b). However, considerable differences were noted in fitting the data 

of individual locations. In particular, in each experiment, three distinct groups could be identified depending 

on the distance from the elements alignment (axis), i.e. (i) locations A, B, C (on axis), (ii) locations D, E, F 
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(2.5 cm off-axis), (iii) locations G, H, I (5 cm off-axis, half-distance between adjacent elements lines). The 

derived values of u* and C are listed in Table 1. It is seen that generally u* is much higher for the compound 

elements compared to the simple ones and decreases in all cases with distance from the axis. The C values are 

lower for the compound elements and generally increase with distance from the axis. The smallest differences 

between the three groups are observed for the semi-flexible compound elements, suggesting a relatively more 

homogeneous flow field above the canopy. 

Table 1. Experimental characteristics and results 

Exp. 

Vegetation 

type 

u* (cm/s) 

average 

C (cm/s) 

average 

u*  on 

A-B-

C

C  on 

A-B-C

u*   on 

D-E-F

C  on 

D-E-F

u*   on 

G-H-I

C   on G-

H-I 

Exp1 
simple rigid 1.700 29.523 2.331 25.659 1.400 30.995 1.353 31.996 

Exp2 

compound 

semiflexibl

e 

4.763 26.591 5.163 23.256 5.069 25.274 4.314 29.032 

Exp3 
compound 

rigid 

4.749 23.604 6.255 19.682 4.958 22.485 4.036 26.032 

(a)  (b) 
Fig. 1. (a) Location of measurements (x) and elements (o) within the vegetation array;  

arrow denotes the flow direction. (b) Fitting of data of Exp2 to Eq.(1) 

4. Conclusions

Detailed velocity measurements were obtained above simulated vegetation canopies consisting of three 

different types of elements arranged on a parallel pattern at a density of 100 stems/m2. Results confirm earlier 

observations that the velocity distribution closely follows a logarithmic law but reveal significant variations 

depending on the type of elements and the proximity to the elements alignment. Therefore in sparse canopies, 

a single mathematical expression for the velocity distribution is not representative. Evaluation of the respective 

constants of Eq.(1) shows that the flow field tends to be more variable above simple stems without foliage and 

least variable above compound semi-flexible vegetation.   
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ABSTRACT 

Estimating sediment concentration from Acoustic Doppler Current Profilers (ADCPs) is often challenging due 

to the combined effect of backscatter and attenuation caused by sediments. This combined effect can make the 

relation between backscatter and sediment concentration ambiguous. In this study, an existing method is used 

to estimate sediment concentrations that assumes the specific attenuation (i.e. per unit of concentration) to be 

constant over depth. The method is applied to measurements collected in the hyperturbid Ems Estuary. A 

tidally varying specific attenuation is included in the inversion to account for tidal variation in grain size 

distribution. This variation is confirmed by in-situ measurements of the grain size distribution.  The obtained 

sediment concentration are validated with samples and show an improvement of the method including temporal 

variation in specific attenuation. Eventually we explore the possibility to use bottom backscatter to estimate 

attenuation.   

1. Introduction

Estimating sediment concentration from Acoustic Doppler Current Profilers (ADCPs) is a widely used method 

that allows to obtain spatial information on the distribution of sediments. Estimating concentrations from 

backscatter is, however, a non-trivial task, since the strength of the received signal is affected both by the 

backscatter strength but also by the attenuation. Both depend on the sediment concentration. Sassi et al. (2021) 

developed a method that allows to explicitly estimate sediment concentrations accounting for sediment 

attenuation. In this method specific attenuation is considered constant over depth, which roughly boils down 

to assuming that grain size distribution does not vary over depth. Also, one value is often used for the specific 

attenuation, which means that no variation in space or time is accounted for. 

2. Methods

During 2019 several data were collected during the Ems-Dollart field campaign. This study focuses on the 

Emder Fahrwasser (Fig. 1). During 14 hours a stationary boat collected ADCP data with a 1200 kHz 

RioGrande. Every 15 min during slack and every 30 min otherwise a frame was lowered equipped with 

Conductivity Temperature Depth (CTD), a LISST 200x for grain size distribution measurements, an OBS and 

a pump to collect in situ samples. Water samples were collected 3 meters below the surface and 1.5 meter 

above the bed. For depths exceeding 8 m a third sample was collected at mid-depth. 

Fig. 1.  Ems estuary, located at the border between Germany and the Netherlands. This study focuses on the Emder Fahrwasser (CS_EFW 

and SB_EFW data). 
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Fig. 2.  Suspended sediment concentration  (left) and Volume backscatter (right) uncorrected for attenuation. Dots indicate the locations 

where water samples were collected 

Fig. 3. Estimated values for the specific attenuation (left)  including a semi-diurnal fit (left panel). Validation of the backscatter inversion 

assuming a constant specific attenuation (middle panel) and assuming a tidally varying specific attenuation (right panel) 

3. Results

Comparing the SSC with the backscatter strength, the effect of attenuation can easily be seen with backscatter 

values being lower than at the surface, while concentration are higher near the bed (Fig. 2, at around 9:00 and 

20:00). At around 14:00 the effect of attenuation seems smaller. This effect is confirmed when calibrating 

specific attenuation from water samples (Fig. 3, left panel). A semi-diurnal variation is observed. Including 

this time varying specific attenuation improves the validation of the SSC obtained from ADCP data. The 

negative attenuation observed around 15:00 is compensating for the assumption of constant grain size 

distribution in depth, which is not the case at that time.  

4. Discussion and Conclusions

Including temporal variation of specific attenuation improves the quality of the suspended sediment 

concentrations obtained from ADCP backscatter data. As to the origin of the observed backscatter, based on 

the grain size distributions (D50 ranged between 10 μm and 20 μm) the contribution of viscous attenuation is 

significant during periods with high attenuation. Including these temporal effects seems a promising method 

to obtain reliable SSC measurements from ADCPs in hyperturbid areas. 
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ABSTRACT 

Quantification of bedload transport of rivers is of major interest since this mode of sediment transport plays a 

crucial role in the morphological changes. Direct measurement of bedload transport in large rivers is, however, 

challenging, sometimes even not feasible. To overcome this issue, surrogate acoustic techniques have been 

thoroughly tested to quantify bedload transport, but there are still open questions regarding their use in field 

circumstances, especially in large rivers. In this paper we introduce the results of an intensive bedload 

measurement campaign, performed in the gravel bed section of the Danube River in Hungary between 2019-

2021. A so called BfG type bedload sampler was employed to measure the sediment transport in a direct 

manner, moreover, parallel with the sampling, acoustic Doppler current profiler (ADCP) was also used from 

the mounted on the sampling vessel. The bias of the Bottom Tracking signal from the GPS detected real 

positions was analyzed and compared with the measured bedload transport rates. Furthermore, video camera 

footages taken from the bedload sampler provided crucial supporting information about the uncertainties of 

the direct sampling. 

1. Introduction

The bedload transport in rivers, i.e. the movement of coarse particles at the river bed, plays a crucial role in 

the morphological changes, thus the quantification of the spatial and temporal variation of this process is of 

major importance in river engineering. Conventional, i.e. direct physical sampling methods have been used for 

decades and so their application limits are quite well revealed. It is known that their use in large rivers are very 

cost and time demanding, moreover, the uncertainty in physical samplings can be significant. Furthermore, 

applying bedload samplers in flood situations can be unsafe and due to the severe flow conditions it might 

even be unfeasible. Complementary indirect methods are therefore under development which are using 

acoustic and imagery methods to quantify the bedload transport. For instance, Ramooz and Rennie (2010) 

tested the Bottom Tracking signal of an ADCP in laboratory circumstances to measure the so called virtual 

bedload velocity. They introduced strong relationship between the collected bedload and the measured virtual 

bedload velocity. Latosinski et al. (2017) assessed the ADCP data to estimate bedload transport rate in the 

Parana River and compared the results with empirical formula. Conevski et al. (2020) tested the influence of 

different instrument frequencies for the estimation of bedload transport in the sand bed Elbe and Oder rivers 

in Germany. They compared the results with physical samplings and found acceptable agreement between the 

virtual bedload velocity and the measured bedload transport rates. In this study, we make an attempt to further 

decrease the uncertainties for the ADCP based bedload transport estimation with completing the measurements 

with direct bedload samplings as well as with assessing underwater videos of the river bed.  

2. Methods

Intensive measurement campaigns of bedload transport were carried out in the Upper-Hungarian section of the 

Danube River at rkm 1791, between 2019-2021. The mean flow discharge here is around 2200 m3/s, the river 

width is ~350 m, the longitudinal slope is around 15 cm/km. The river bed mainly contains gravel of 2-20 mm. 

The measured flow range was between 1200 and 4300 m3/s, so low and high flows were also analyzed. During 

one campaign 5 verticals in a cross-section were measured. For sampling the bedload, a BfG-type sampler was 

employed, lowered from a vessel. In each vertical 15 minutes long samplings were carried out. Parallel with 
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the sampling a 1200 KHz Rio Grande ADCP was continuously measuring fixed to the vessel. A water resistant 

video camera was mounted on the bedload sampler enabling the recording of the river bed during the 

samplings. The virtual bedload velocity was calculated following the method introduced by Rennie and Villard 

(2004), i.e. the differences between the instrument positions detected by an RTK-GPS and the ADCP’s Bottom 

Tracking were processed and divided by the measurement time. This way, a set of measured bedload transport 

rate and related virtual bedload velocity data pairs was generated.  

Fig. 1. BfG-type bedload sampler (left), video footage from the camera fixed to the sampler (right). 

3. Results

For the assessment, we only used those measurements where all the three methods, i.e. the physical sampling, 

the underwater videos and the ADCP surveys, provided adequate information for the same sample. 

Unsuccessful samplings, non-visible videos or ADCP data with false positions were excluded therefore. The 

remaining data, ~20 data pairs, were then further analyzed. Based on the videos, we distinguished two transport 

modes: continuous and discontinuous movement of the sediment grains. The former represents sheetflow kind 

of motion, whereas the latter rather indicates the incipient motion range. When relating the physically measured 

bedload transport rate with the ADCP based virtual bedload velocity, it could be shown that the data for the 

two transport modes can be well separated indeed. On the one hand, when the grains indicated incipient or 

intermittent motion, the related velocities strongly varied, leading to weak correlation. On the other hand, when 

the gravel transport was rather continuous, however only for three cases here, the Bottom Tracking better 

represented the transport rate. Moreover, the gradient of the fitted regression line is significantly higher, 

indicating much higher rate at the same virtual velocity when the transport is permanent. Further representative 

data, preferably covering a wider range, is needed to verify the above presented assumptions. 

Fig. 2. Virtual bedload velocity against measured bedload transport rate. 
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ABSTRACT 

Acoustic methods are increasingly applied for high resolution mapping of suspended sediment transport. In 

this study, we assessed the acoustic features (i.e., the backscattering strength, and the normalized scatter- and 

viscous-attenuation coefficients) of the clay-silt suspended sediment of the Middle-Hungarian Danube River 

from a high number of observed particle size distributions obtained by laser diffraction. We found that the 

scattering-viscous attenuation (i.e., the attenuation due to sediment) variation is not relevant when compared 

to backscattering strength variation. Furthermore, the backscatter coefficient depends on the skewness of the 

particle size distribution and mean particle size. Analyzing corresponding signals of two acoustic instruments 

of significantly different operating frequency, we proposed a model for backscatter correction.  

1. Introduction

Measuring and describing the complex dynamic processes of fluvial suspended sediment transport is a rather 

challenging task that calls for using advanced measurement techniques, such as indirect methods. Indeed, both 

acoustic and optical surrogates have been widely used in sediment monitoring. Many studies have been 

conducted for testing the applications and limitations of indirect methods (e.g., Gray and Gartner, 2009). This 

assessment is a follow-up of a case study testing different indirect methods (Pomázi and Baranya, 2020), in 

which, based on a large dataset, high scatter was experienced in Pomázi and Baranya (2020) when calibrating 

the acoustic instruments. The goal of the present study is to find a suitable approach for backscatter coefficient 

correction that is required for particles distribution change (e.g., Guerrero et al., 2016).  

2. Methodology

2.1. Acoustic measurements 

In this study, a 1.2 MHz ADCP (Acoustic Doppler Current Profiler) and an 8MHz LISST-ABS (Acoustic 

Backscatter Sensor) were used to collect nonintrusive suspended sediment samples. The two instruments differ 

only in their operating frequency, and thus, their range of sampling. They emit, then measure the sound that 

scattered on the traveled distance (there and back). The acoustic theory, i.e., the theory of sound scattering due 

to water and sediment particles is well-known (e.g., Urick, 1983). To determine the suspended sediment 

concentration from the acoustic backscatter, attenuation and scattering due to water and sediment particles 

must be accounted for. The common acoustic features are the backscatter coefficient and the normalized 

scatter- and viscous-attenuation coefficients that depend on the sediment characteristics (i.e., concentration 

and particle size). 

2.2. Sampling and analysis 

Undisturbed, physical water-sediment samples were collected using a US-P61-A1 isokinetic sampler in 15-45 

points of each study cross sections. For the particle size analysis, a laser diffraction instrument, the LISST-

Portable|XR (by Sequoia Inc.) was used which analyses low-angle laser scattering. The laser light emitted by 

the instrument passes through the analyzed sample volume – scattering due to the suspended sediment particles 

in the sample. From the scattering area of scattered light detected on the 44 detector rings each referring to a 
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given particle size range, the probability density function, and the volumetric particle size distribution (PSD) 

are determined. Moreover, assuming a specific density for the suspended sediment material, the volume 

concentration (resulting from the volumetric distribution) can be converted to mass concentration. However, 

for the assessment of acoustic features, the number PSD had to be produced, to account for the prevailing 

amounts of clay-silt fractions over sand in the Danube (Guerrero et al., 2016).     

3. Results, discussion and conclusion

Assessing the backscatter coefficient and the normalized scatter- and viscous-attenuation coefficients, we 

found that the scattering-attenuation reflects the same variation as the backscatter coefficient, both a 10-2 

magnitude smaller than the viscous-attenuation coefficient. Thus, the attenuation variation due to sediment 

(i.e., scattering-attenuation) is negligible when compared to the attenuation due to friction (i.e., viscous-

attenuation). Moreover, the maximum attenuation variation is 3 dB, while the backscatter variation is 30 dB. 

Therefore, the attenuation variation due to sediment is not relevant when compared to backscatter variation. 

So, as a further approximation, a constant sediment attenuation coefficient could be used in this study case. 

Furthermore, the backscatter coefficient and the concentration appear to be correlated, but with a further 

differentiation based on the mean particle size.  

The backscatter coefficient depends on the skewness and the mean particle size. However, the effect of 

skewness seems to be diminishing in the coarser particle range. The backscatter coefficient for the 8MHz 

LISST-ABS shows a smaller variation than the 1.2 MHz ADCP backscatter coefficient. As the applied acoustic 

instruments are operating on significantly different frequencies, this difference in the variations of the 

backscatter coefficients can be used to further correct the backscatter measured by the 1.2 MHz ADCP and 

ultimately, to assess the concentration. Based on the results, we propose a model that relates concentration and 

backscatter at dual-frequencies, accounting for the driving parameters of the 1.2 MHz backscatter (i.e., 

concentration and skewness).  

Fig. 1. The proposed model for correcting backscatter at 1.2 MHz by using dual frequency. 
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ABSTRACT 

Temporal concentration profiles resulting from an injected pulse of fluorescent tracer were recorded at 

multiple locations along a pipe during controlled unsteady flow conditions for flows that changed from 

laminar (Re=230) to turbulent (Re=18300) conditions. Disaggregation of the tracer cloud was observed 

during experiments, and the shape of the concentration profiles was found to be affected by injection 

times during the flow transitions. Further experimental investigation to elucidate the cause of 

disaggregation of dye involves developing a 2D LIF system at 4 sites along the pipe and measuring the 

cross-sectional tracer concentration profiles simultaneously under unsteady flow conditions. 

1. Introduction

Disaggregation of the tracer cloud in pipe flows during acceleration from laminar to turbulent flows 

was first reported in Hart et al. (2021). In their study, temporal concentration profiles resulting from a 

tracer injection under different flow conditions (steady-state conditions and during the transition 

conditions from steady flow to unsteady flow) were measured at 6 locations downstream from the 

injection point. Disaggregation of a upstream single peak to multiple downstream peaks was observed 

at all the downstream locations along the pipe when the tracer was injected during the acceleration 

process. Based on this previously unreported phenomenon, they highlighted the need for further detailed 

studies, including measurements of temporal variations in the velocity and tracer cloud distributions 

across the pipe to elucidate and quantify the specific processes. This study was built upon the work of 

Hart et al. (2021), focusing on understanding the physical processes occurring during low Re flow 

accelerations and using the understanding to make realistic predictions of mixing under these conditions 

in pipe networks. 

2. Preliminary Tests

Preliminary tests were conducted at The University of Sheffield in a 6 m long and 24 mm (diameter) 

pipe. Four fluorometers located at 0.65 m, 1.29 m, 2.27 m and 2.85 m downstream from the tracer 

injection point were used to measure the tracer concentration profiles. A downstream butterfly valve 

was used to create acceleration flows from Re=230 to Re=18300 in 30 s, and multiple tracer injections 

were made during this 30 s period. The flow rate was measured by a flowmeter at the end of the pipe.    

3. Results

Fig. 1 shows the temporal concentration profiles resulting from a tracer injection that was made at 

different times during the acceleration. Two-peaks profiles started at the furthest locations to the 

injection point (i.e. x=2.85 m and x=2.27 m, Fig. 1(a)) and started to develop at all the measurement 

locations when the injection was made at 5 s after the acceleration started (Fig. 1(b)). For injections 

made at a late stage of the acceleration (i.e. 12 s after the acceleration), concentration profiles resumed 

normal distribution profiles, showing only one peak (Fig. 1(d)). The first peak of the concentration 

profiles showed a higher magnitude than the second one when the injection was made at a very early 

stage of the acceleration (i.e. 4 s, Fig. 1(a)); the two peaks reached similar magnitude when the injection 

was made at 5s (Fig. 1(b)); and the second peak showed a higher magnitude than the first peak when 
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the injection was made at 6 s after the start of the acceleration (Fig. 1(c)). The preliminary results in 

Fig. 1 confirmed that the downstream two-peaks tracer concentration profiles are repeatable, and the 

magnitude of the two peaks is influenced by the time the injection was made.    

(a)  Injection at 4 s (b)  Injection at 5 s 

(c)  Injection at 6 s (d)  Injection at 12 s   

Fig. 1. Tracer temporal concentration profiles at four downstream locations from the injection point at different injection times to 

the start of acceleration; (a) injection at 4s; (b) injection at 5s; (c) injection at 6s; (d) injection at 12s. 

4. Further Work

Hart et al. (2021) hypothesised that the multiple peaks are caused by the tracer in the centre of the pipe 

being accelerated more rapidly than the tracer near the pipe boundary. The next step of this study 

involves developing a 2D LIF system (Fig. 2) that uses a laser light sheet generator to illuminate the 

cross-section of the pipe and capture the concentration profiles at 4 sites along the pipe. This will enable 

the measurement of radial tracer concentration profiles during accelerations to construct the spatial and 

temporal development of tracer cloud disaggregation. The results will also provide further information 

to test the hypothesis of Hart et al. (2021) and will be presented at the conference.  

Fig. 2. Conceptual drawing for the 2D LIF system measuring the pipe cross-section tracer concentration profiles. 
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ABSTRACT 

In response to the catastrophic effects of recent tsunamis on coastal bridges, this study presents a smart 

experimental setup that enabled the hydraulic testing of the largest skewed superstructure to date. The data 

demonstrate the importance of the three-dimensional effects and resultant yaw and roll moments, which 

overload the individual abutments. This in turn suggests the need for a paradigm shift in the assessment of 

tsunami risk to coastal bridges to include not just the estimation of maximum total forces but also the 

consideration of multiple load cases with appropriate combination of forces and moments that will represent 

the most critical instants of the complex 3D tsunami-bridge interaction of skewed superstructures. 

1. Introduction

Recent major tsunamis caused unprecedented damage to coastal communities and transportation infrastructure. 

In fact the tsunami waves, damaged 81 on the coast of Sumatra in 2004 (Unjoh, 2007) and 252 in Japan 

(Maruyama et al., 2013), with most of these witnessing a washout of the superstructure by the tsunami flow. 

Such events demonstrated the vulnerability of bridges and the need to decipher the hydrodynamic effects in 

order to develop tsunami-resilient transportation networks. Although several studies have been conducted in 

the last decade, the majority of them investigated the total applied tsunami loads either via small-scale (1:100th 

- 1:20th) experiments of simplified models or via two-dimensional computational fluid dynamic analyses of

rigid models that could not account for the actual dynamic properties of a bridge and could not capture

accurately the fluid-structure interaction. Moreover, the majority of the studies were limited to straight bridges

and a flow direction normal to thee bridge span, without the consideration of the three-dimensional effects that

will occur during the inundation of skewed bridges. To overcome the aforementioned limitations of past

studies, this research project conducted hydrodynamic experiments of tsunami bore impact on skewed bridges,

which generated new fundamental knowledge related to tsunami-bridge-interaction in realistic environments.

2. Experimental setup

In order to achieve the largest possible scale, the hydrodynamic tests were conducted in the flume at Oregon 

State University, which is 104.24 m long, 3.66 m wide and 4.57 m deep. Moreover, in contrast to past studies 

that simulated multi-span bridges with piers at small-scale, the novel approach of this project was the 

representation of a single-span at a large-scale using a smart experimental setup. As shown in Fig. 1, the actual 

abutments or piers were not constructed, which maximized the available space for the superstructure. Instead, 

the setup consisted of two black beams and red bent caps that had been originally designed to investigate 

hurricane waves (Bradner et al, 2011). Leveraging these components, frictionless rails with carriages and load 

cells that could withstand the tsunami loads were installed between the black beams and red bent caps, allowing 

the latter to slide on the beams and measure the forces transferred from the bridge to the flume walls..  

Fig. 1. Experimental setup in dry conditions and during the hydrodynamic tests. 
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With this approach it became feasible to fit a 1:5th scale straight and skewed superstructure with a 45o skew 

angle, which was made of the same materials and structural components as in current design practice 

(AASHTO, 2012), i.e. reinforced concrete slab, steel girders, cross-frames and steel/elastomeric bearings. The 

bent caps were connected in the horizontal direction with rigid links or springs with different stiffness, enabling 

the quick investigation of different substructure flexibilities. Moreover, other unique aspects of the 

hydrodynamic tests included: (a) the optimization of the flume bathymetry with a combination of slabs that 

permitted the generation of both unbroken solitary waves and turbulent bores (see Istrati et al, 2021), (b) the 

extensive instrumentation that recorded the hydrodynamic properties (free-surface, velocities, water 

pressures), the impact pressures on the bridge and the structural response (forces, stresses, accelerations, 

displacements), and (c) the quantification of the demand in individual cross-frames, bearings and bent caps, 

which is necessary for the design of real-life bridges but had not be available in the literature until now. 

3. Results and discussion

Figure 2 presents selected time-histories of the total hydrodynamic forces, the individual horizontal forces in 

each abutment/bent cap (i.e. Fh,l and Fh,r) and the yaw moment (Mz), as well as, the maximum normalized 

uplift per abutment. The experimental data of bore impact on skewed bridges reveal that: 

• The superstructure witnesses significant lateral (Fh) and vertical (Fv) forces, with the latter one

consisting of an uplift phase (positive values) followed by a downward one. However, the magnitude

of the impulsive components is small relative to the case of straight bridges seen in Istrati et al., 2018.

• The Fh is not equally distributed to the two abutments (i.e. 50%) like in the case of straight bridges,

but one of them has to resist about 75% of Fh. This is a result of the yaw moment that is generated

during the three-dimensional interaction of the bore with the structure and the gradual application of

pressures on the girders.

• The maximum uplift transferred to a single abutment can reach 104% of the total applied tsunami

uplift, which seems surprising at first sight and has not been discussed in the past. However, this seems

to be justified by the tsunami-induced roll moment (Mx) that switches sign as the bore propagates

through the superstructure, overloading a different abutment as the process takes place.

Fig. 2. Bore-induced total forces and moments, and distributed demand in individual abutments 
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ABSTRACT 

1. Introduction

Hydraulic jumps occur when supercritical flow becomes subcritical under momentum conservation conditions. 

The hydraulic jump is used as energy dissipation mechanism in the design of stilling basins. In some cases a 

vertical negative step is constructed at the entrance of a stilling basin in order to stabilize the hydraulic jump 

under all operating conditions. In laboratory experiments, the flow is controlled by a sluice gate upstream, and 

a sharp crested overflow downstream of the step. Five different rapidly varying types of flow have been 

observed around a step under supercritical flow conditions upstream (Moore and Morgan, 1957; Ohtsu and 

Yasuda, 1991; Mossa et al. 2003): the minimum B-jump is the hydraulic jump at the toe of the step; the B-

jump is a submerged jump downstream of the step; the wave-train is a transient, surface jet-type flow without 

formation of a hydraulic jump; the wave-jump is the flow of an ascending jet forming a standing wave 

downstream of the step before it dives and results in a submerged hydraulic jump; and the A-jump is the flow 

where the hydraulic jump is formed upstream of the step. These flow profiles appear with this sequence by 

increasing the tailwater depth downstream continuously. The transition from supercritical to subcritical flow 

over a fully submerged negative step has been studied by experiments regarding the measurement of flow 

depths upstream and downstream of the jump as well as the pressure at the face of the step, but not the internal 

turbulent flow properties in terms of velocity measurements. The aim of the present work is the measurement 

of the two-dimensional velocity field in the region of a wave-train using Particle Image Velocimetry (PIV) for 

three upstream Froude numbers 1.99, 2.55 and 2.99. 

2. Experimental

The measurements were made in the Laboratory of Applied Hydraulics of the School of Civil Engineering at 

the National Technical University of Athens, Greece, in a horizontal channel 10.50 m long with rectangular 

cross section 0.255 wide and 0.50 high. The section of the channel where measurements were taken has been 

modified to accommodate the experiments by replacement of the steel, nontransparent bottom with Lucite, and 

the vertical side glass walls with new ones with improved optical properties. The water supply was obtained 

via a recirculation system that consists of a 3 kW pump with variable speed motor and maximum discharge 

capacity of 40 L/s connected to a 2.65 m3 water tank at the downstream end of the channel, and PVC pipe of 

nominal diameter 0.2 m through which water was pumped to the upstream end of the channel. A downstream 

facing vertical step 10.3 cm high and 1 m long made of Lucite was placed 4.85 m upstream of the channel end. 

A vertical sluice gate was positioned 0.35 m upstream of the step face, in order to control the supercritical 

flow. The flowrate was measured with an ultrasonic flow meter of 2-5% accuracy, attached in the horizontal 

PVC pipe and the flow depths were measured with point gauges. 

The two-dimensional velocity field in the vertical mid-plane of the channel downstream of the step was 

measured with PIV technique under a wave-train. To implement PIV silver coated hollow glass seeding 

spheres of diameter 10 μm and density 1.04 g/cm3 were illuminated with a dual cavity double pulsed Nd+3-

YAG laser with maximum energy output 135 mJ, and maximum flashing frequency of 15 Hz at visible green 

light (532 nm). The images of the particles were captured with a CCD camera with spatial resolution 2048 x 

2048 pixels and maximum frequency of 15 Hz. After dividing the images into a dense grid of smaller 

interrogation windows, cross-correlation was utilized to compute the local average two-dimensional 

displacement vector in each interrogation window, and hence, the instantaneous two-dimensional velocity 

field. Three different experiments were implemented for the measurement of the velocity field of the transient 
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wave-train flow type, the hydraulic conditions of which (height of the step d, discharge Q, upstream and 

downstream depths y1 and y2, the upstream and downstream velocities V1 and V2, and the upstream Froude 

number) are summarized in Table 1. 

Table 1. Initial hydraulic conditions of the experiments measured with the PIV technique. 

Experiment 
d 

(cm) 
Type of jump 

Q 

(L/s) 

y1 

(cm) 

y2 

(cm) 

V1

(m/sec) 

V2

(m/sec) 
Fr1 

1 10.3 Wave-train 14.21 4.30 21.50 1.30 0.26 1.99 

2 10.3 Wave-train 18.17 4.30 22.96 1.66 0.31 2.55 

3 10.3 Wave-train 21.26 4.30 24.23 1.94 0.34 2.99 

3. Results

The length scale yc+d contains information regarding the potential energy of the flow in terms of the step 

height d and the minimum energy (or flow rate) in terms of critical depth yc, and was used to normalize the 

vertical distance from the bottom. The mean velocity flow field and vorticity field are depicted in Fig. 1 for 

Experiment 1 of Table 1. The vertical distribution of dimensionless horizontal velocity component u/V1 and 

turbulence intensity urms/V1 are shown in Fig. 2 versus the dimensionless vertical distance from the bottom 

y/(yc+d) for Froude numbers 1.99, 2.55 and 2.99 at dimensionless horizontal distance from the step 

x/(yc+d)=0.95. From Figs. 1(left) and 2(left), it is evident that there exists a significant recirculation area below 

the top of the step. The mean velocity field exhibited its highest value at a level higher than that of the step, 

while the greatest value of vorticity was observed at the location downstream of the step face, where the 

supercritical water jet met the subcritical flow. From Fig. 2(right), it can be noted that the turbulence intensity 

in the horizontal direction can be as high as 24% at y/(yc+d)=0.6 for Froude number Fr1=2.99. 

Fig. 1. Mean velocity field (m/s) left, and vorticity field (s1) right, of a wave-train with Froude number 1.99 (dotted line shows schematically 

the elevation of the step). 

Fig. 2. Normalized horizontal velocity u/V1 left, and turbulent intensity of the horizontal velocity urms/V1 right, versus the dimensionless 

distance from the bottom y/(yc+d) for wave-train with Froude numbers 1.99, 2.55 and 2.99, at distance x/(yc+d)=0.95 from the step. 
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ABSTRACT 

Subjected to sub-atmospheric pressure, the two-phase aerator flow does not obey the Froude law of similitude. 

This paper discusses the air-flow upscaling from model to prototype. If the water flow velocity in the model 

exceeds 6.5‒7.5 m/s, the model results can be directly upscaled to prototype. Otherwise, the prototype air-flow 

rate is significantly underestimated.  

1. Introduction

High-velocity flows are the major concern for cavitation in design of both surface spillways and low-level 

outlets. Installation of an aerator is a common practice to avoid cavitation damages. It is often used in open 

chutes, but its use in flood tunnels are not either uncommon. The flow at an aerator is a typical two-phase flow 

affected by such factors as spillway and aerator layout, flow conditions and air cavity characteristics.  

2. Comparisons between model and prototype

In a Froude model, the water flow should be exposed to the atmospheric pressure in all directions. There are 

cases where sub-atmospheric air pressure is present in the form of an enclosed air cavity, which is the case in 

an aerator flow. The Euler law of similarity (pressure to inertial forces ratio) should be satisfied, a condition 

seldom met in laboratory.  

For high dams, aeration tests are sometimes made in several scales, which is the case for the 149.5 m Baishan 

dam, China (Shi 2007). Fig. 1 shows its layout of the spillway. It has four gated openings, with sill el. is +404.0 

m and net width 12.0 m each. The full pool level is between +420‒422 m and the design discharge amounts to 

11 000 m3/s. The aerator offset is at el. +384.0 m. Model tests were performed in scales 1:λ = 1:20, 1:40 and 

1:70. After the commissioning, prototype measurements of air flows were made. Fig. 1 plots both the model 

and prototype results, in which 𝑋1 =
𝑉

√𝑔𝐷
√
𝑡+𝑠

𝐷

1

cos𝛼cos𝜃
= F√

𝑡+𝑠

𝐷

1

cos𝛼cos𝜃
, β = ratio of air flow to water flow, 

V and D = approach flow velocity and depth, α = chute slope with the horizontal, t = chute bottom offset at the 

aerator, s and θ = deflector height and angle with the chute bed and g = gravitational acceleration. For a given 

model scale, β is weakly dependent on X1. A larger model gives obviously rise to more air flow. In the 

prototype, the dependence of β on X1 is significant, implying that higher flow velocity leads to more air 

entrainment. The model-prototype difference is large. 

Fig. 1. Baishan dam ‒ layout of the facility, longitudinal profile of spillway with aerator and model-prototype air flow comparison. 

Another example is the aerators in JinPing-I flood tunnel on Yalong River, China(Lian et al. 2017). The tunnel 

is ~1400 m long, built with four aerators at varying intervals (Fig. 2). Each of the three upstream aerators is 
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composed of both an offset and a deflector. All the offsets are 1.5 m high and the deflectors are 0.5, 0.4 and 

0.2 m high. The fourth one is shaped in a 3D configuration, featuring sudden-narrowed sidewalls and a convex 

deflector. From up- to downstream, their protection lengths are 81.0, 87.8, 128.6, and 115.6 m. An air shaft is 

constructed that connects to each aerator.  

Fig. 2. JinPing-I flood tunnel with free-surface flow, longitudinal profile (Lian et al. 2017). 

Froude model tests were made in scale λ = 30. After the competition, prototype measurements were of air flow 

rates, cavity pressure and air concentration. The air flow is upscaled from model to the prototype size by λ2.5. 

The results show that, at Q = 3200 m3/s, the prototype air flow rates at no. 2 and no. 4 aerators are 3.4 and 2.3 

times the model ones. The air demand in the prototype is considerably larger than in the model. Depending on 

model scale and also flow conditions, the air demand can differ by a factor of up to 4‒7 (Lian et al. 2017).  

The aerator experiments were performed in a large test rig at Institute of Water Resources and Hydropower 

Research, Beijing (Shi 2007). V = 6.6–15.4 m/s, D = 0.050–0.251 m, F = 4.34–21.90, R = (0.69–1.41)×106 

and W = 325–490. Together with the field data from two prototypes (Baishan and Fengjiashan) and their scale 

models (Shi 2007), Fig. 3a presents, as a β1-X1 relationship, the flume test results, in which β1= 𝛽/√cos𝛼. 

The results demonstrate that, if the model approach velocity V exceeds 7.5 m/s, the conversion from the models 

coincide with the prototype data; the model velocity within V = 6.6‒7.02 m/s gives fairly close results. Fig. 3b 

compares the model-prototype results for the Foz do Areia spillway aerators (Pinto et al. 1982). For λ = 8 and 

15, the velocity is larger than 7.5 m/s and the models reproduce correctly the prototype air-flow behaviours.  

(a) (b)

Fig. 3. Model-prototype comparison of air flow. (a) Flume tests, including also data of two dams; (b) Foz do Areia spillway tests 

3. Conclusions

Hydraulic model tests by the Froude law are often performed to evaluate spillway aerator behaviors. The 

presence of the air cavity subjected to sub-atmospheric pressure requires that the Euler law should also be 

satisfied, which is seldom the case. The prototype measurements show that that a direct mode-prototype 

upscaling is possible if the model water flow velocity is above 6.5‒7.5 m/s. Below this limit, any attempt to 

correct the model data is theoretically incorrect and would cause significant errors. 
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ABSTRACT 

To measure the flow field of shallow open-channel flows not just above but inside the canopy composed of 

spheres, a top-viewing stereo Particle Image Velocimetry (sPIV) system was implemented for vertical 

longitudinal plane measurements. A glass plate was installed at the water-surface to avoid random image 

distortions from surface waves and fluorescent particles were used to filter out reflections on the spheres. To 

validate the use of the glass plate and a necessarily steep viewing angle of the stereo cameras, the instantaneous 

flow-field above the spheres' crests was measured simultaneously with a third side-looking camera for standard 

2D PIV processing. 2D PIV measurements were also performed without a glass plate for comparisons to assess 

its impact on the flow. 

1. Introduction

Particle image velocimetry (PIV) has been used increasingly to study turbulent open-channel flows as it is a 

non-intrusive technique, offering spatially and temporally resolved measurements.  With rough beds, both 2D-

PIV and stereo-PIV (sPIV) systems have been successfully applied to measure the flow above the roughness 

elements (e.g., Manes et al., 2007 and Akutina et al., 2019, respectively). However, impaired optical access 

does not usually allow the investigation of the flow within the interstices of the roughness elements, except for 

specially designed canopies and optical systems. These include the work of Florens et al. (2013) or Chagot et 

al. (2020) who used “spy cubes” and telecentric optical arrangements with transparent cuboids and transparent 

channel bottoms. For non-rectilinear roughness elements, refractive index matching (RIM) of the bed elements 

and the fluid can be an option (e.g. Rousseau et al., 2020). This solution, while possible in viscous flows when 

sediments are included (Mouilleron et al., 2009), is out of reach when the flow is also turbulent. Since our 

long-term goal is to include fine-sediment erosion within the bed of spheres, another solution was sought. It 

consists in viewing the flow from above with steep viewing angles which implicate image distortions and 

errors which can only be compensated with stereo vision. The top viewing results in two further issues: (i) 

random image distortions when viewing through a wavy free-surface, and (ii) laser sheet reflections on the 

bed. To avoid the random image distortions, the free surface was flush-covered with a glass plate over the 

measurement region, an intrusive solution also implemented by others (e.g. Cameron et al., 2013). To remove 

the reflections, fluorescent particles were used which allow the reflections to be filtered out. Since neither the 

very steep viewing angle in stereo-PIV nor the effect of the glass plate on the flow has to our knowledge been 

validated directly, the flow field above the sphere's crest was measured simultaneously with a third side-

looking camera. 

2. Set-up and results

The bed is made of a two-layered staggered pattern of spheres (R = 1 cm; Fig. 1a,b) glued on the bottom of a 

9 m long tilting flume 30 cm in width W. The stereo-PIV system is composed of two high-speed 2 Mpx cameras 

and of a 4 W continuous blue laser with a 445 nm wavelength. In order to access the bed interstices down to 

z = −1.5 R, the cameras are installed with a horizontal stereo angle of 26.5º and with a steep vertical viewing 

angle of 20° (Fig. 1a,b). The flow is seeded with fluorescent particles with a mean diameter of 50 µm and with 

a density of 1.1 g/cm3, assuring almost neutrally buoyant conditions. By equipping the cameras with 475 nm  

longpass filters, laser reflections at the bed are filtered out, while the particle emission signal, in the yellow-

red spectral region, is retained. The glass plate (25 cm long and 29.5 cm wide) is fixed flush on the water 

surface. A third camera is installed on the side of the flume (Fig. 1a) with a perpendicular view of the laser 

sheet allowing 2D PIV measurements. All three cameras are triggered simultaneously to measure the same 
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instantaneous flow above the spheres’ crests. A total of three experiments are performed by varying the water 

depth and the Reynolds number (Table 1). Each experiment is performed with and without the glass plate. 

Table 1. Flow parameters: water depth H, bulk Reynolds number Re = UH/ν, flow rate Q, slope i, bulk velocity U = Q/(HW). 

H [cm] Re Q [l/s] i [%] 𝑈 [cm/s] 

Exp. 1 5.8 15000 4.5 0.11 25 

Exp. 2 5.8 30000 9.0 0.61 51 

Exp. 3 10.8 30000 9.2 0.07 28 

Fig. 1. a) Transverse view of the sPIV and 2D-PIV set-up; b) longitudinal view of the sPIV set-up with the green and red measurement areas 

of the sPIV and 2D PIV, respectively; c) vertical profiles of the longitudinally- and time-averaged streamwise velocity 〈�̅�〉𝑥 obtained with

sPIV (2D3C) and 2D PIV (2D2C) in Exp. 1 (with the glass plate). 

Fig. 1c shows the longitudinally- and time- averaged longitudinal velocity profiles using 2D PIV and sPIV for 

Exp. 1. The profiles match very well. A thin boundary layer below the glass plate can also be identified. The 

turbulent stresses (not shown) also match well, except for the vertical variance which is overestimated by the 

sPIV system. As seen in Fig. 1c, the sPIV system yields results down to the second layer of spheres, as desired. 

Below the crests (z < 0), a direct validation with 2D PIV is not possible since the view is obstructed. However, 

analysis via topological principles (Foss, 2004) of the mean in-plane vector flow field within the canopy 

revealed it to be kinematically correct. 

The influence of the boundary layer developing under the glass plate was analyzed via the displacement 

thickness 𝛿∗. It develops with a typical smooth wall law (𝑥 -𝑥0)4/5 with the introduction of a virtual origin 𝑥0

to account for a non-zero 𝛿∗ at the leading edge of the boat.  𝛿∗ covers approximately 1% H, suggesting a

quasi-negligible contraction of the effective cross-section of the bulk flow. The bulk flow statistics show 

slightly accelerated flow conditions with the glass plate present in accordance with the displacement thickness. 

3. Conclusions

Measurements of the flow in the interstices of a bed of spheres were performed using a top-viewing sPIV 

system with a steep viewing angle, a glass plate on the water surface and fluorescent seeding particles. The 

mean flow field is successfully validated with 2D PIV above the canopy and is in accordance with topological 

principles within the canopy. The boundary layer developing under the glass plate can be treated with 

traditional scaling laws for turbulent boundary layers developing along a smooth plate and the displacement 

height is about 1% of the water depth H. 
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ABSTRACT 

In order to perform optical flow measurements around solid bodies, refractive-index matching (RIM) 

techniques are often employed: RI of a transparent object is matched with that of the working fluid. The solid 

becomes ``invisible" and a full optical access inside or behind the body is made possible free of distortions. In 

this work, we study the use of polymer THV since it has close RI to water allowing readily available sodium 

chloride (table salt) to be added to water in order to reach the necessary refractive index. For validation, an 

experimental flow set-up with a patch of THV tubes was prepared to allow the flow to be measured by two 

independent particle image velocimetry (PIV) systems. One camera views the flow at the edge of the patch 

through the patch while the other camera has a free optical path to the same measurement plane. Comparing 

the results from the two measurement systems gives an estimate of the measurement errors. A mathematical 

model of light refraction is employed to analyse the PIV errors and their dependence on the tubes' geometry. 

An optimal PIV box size to the tube thickness ratio is proposed. 

1. Introduction

In order to gain optical access for flow measurements through objects in the flow, refractive index matching 

(RIM) has been employed since at least Budwig (1994). In this technique, the RI of the working fluid is 

matched with that of the transparent material of the objects. As a result, the light rays are not refracted by the 

fluid-solid interface, but go through in a straight line, resulting in an unperturbed optical access. Many different 

RIM pairs (fluid-solid) have been used in the past. However, most of them require high-cost materials, special 

handling and equipment, many of them are toxic or unstable. The ones that bare lower costs are often too 

viscous for high-Reynolds number experiments. See an extensive review of RIM options in Wright et al. 

(2017). The easiest solution to this problem is to find a material that has the same RI index as water. This 

material should also be highly transparent, chemically stable, robust and available or transformable into the 

desired shape. Leis et al. (2005), Byron and Variano (2013) and Weitzman et al. (2014) proposed 

manufacturing procedures for different hydrogels having a RI close to water. Fort and Bardet (2021), on the 

other hand, proposed a technique to produce an impermeable polymer with a RI matching water. The downside 

of using these materials is a complex manufacturing procedure, and in case of hydrogel, its softness and water 

absorption. 

Here, we propose to use a polymer, tetrafluoroethylene, hexafluoropropylene and vinylidene fluoride (THV 

hereafter), which has a RI of 1.363 close to water (1.333 for green light at 20 degrees C). It is highly transparent, 

relatively low-cost and is commercially available at various shapes (cylinders, beats, sheets). In order to match 

the RI, NaCl (table salt) was added to the water.  Since perfect matching is never achieved or maintained, two-

camera particle image velocimetry measurements were performed with and without THV obstructions in the 

optical path.  This allowed the estimation of the errors incurred by the differences in the RI between the material 

and the fluid. A mathematical model was also employed to analyze the error distribution depending on the 

shape and thickness of the material and optimal PIV resolution. 

2. Experimental setup

In a shallow square tank, a patch of THV hollow tubes was placed in its middle (Fig. 1a). Ultimately, this 

arrangement serves as a model for a vegetation patch. A non-stationary dipole flow was generated in the tank 

using two flaps. After closing the flaps abruptly, two counter-rotating vortices propagated into the patch 

creating a flow. Two PIV systems, facing each other, were located on opposite sides of the tank. They were 

arranged in this manner to allow them to take simultaneous images of the same laser-illuminated measurement 

plane with and without THV tubes in the otherwise equivalent optical path. 
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Two sets of experiments were performed with two types of THV tubes. One with thinner wall, 0.5 mm, and 

one with thicker wall, 1.5 mm. The inner diameter was 10 mm and 9 mm, respectively, rendering the outer 

diameter constant at 10.5 mm.  

Fig. 1. a) Experimental setup; b) Displacement error in pixels between two PIV 

systems for the thicker tubes. Grey rectangles at the top and bottom of the plot 

indicate positions of the THV tubes. Lighter ones correspond to one row of tubes, 

while darker ones signify that at that location two tubes were positioned one behind another. 

3. Results

Simultaneous PIV data obtained from the two cameras were subtracted from one another resulting in the 

estimate of the error produced by imperfection of the RIM, in particular differences in RI, here about 0.0005. 

Fig. 1b shows the time-averaged difference between the two displacement fields in pixels for the thicker tubes. 

The achievable precision of a PIV algorithm, given high quality of the set-up, is approximately 0.05-0.1 pixels. 

From the figure, it is evident that this is indeed the error that is observed in between the PIV tubes (e.g. around 

x = 20, 60 or 200 mm), where both cameras have a completely free optical path. At the locations of the tubes, 

in particular their edges, where both the thickness of the material and its curvature are high, higher errors are 

observed. The additional error (above the baseline PIV precision) is then up to 0.15 pixel for one tube in the 

optical path and up to 0.3 pixel for two tubes. It should be noted that at x = 180 mm errors reach 1 px, but these 

were found to be caused by bubbles on the inside one of the tube. 

A refraction model of light rays passing through a cylindrical tube, based on the model of Lowe and Cutt 

(1992), was developed. Using this model, analysis were performed on what levels of RI mismatch can produce 

which level of PIV error in pixels. These results were verified with the experiments. Optimal PIV-resolution 

versus tube thickness and allowed difference in the RI are given.  

It is concluded, that PIV measurements using THV and salt solution can be performed at relatively low cost 

without compromise on the Reynolds number. While the measured increase in errors is comparable to the bias 

error of PIV, even including several rows of relatively thick tubes in the optical path. 
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ABSTRACT 

Building predictive models is akin to data compression: by describing the patterns found in observations in the 

most compact way, we can extrapolate to predict unseen observations. Minimizing description length of data 

is an underlying objective in both physics based and data driven approaches. An emerging perspective from 

Algorithmic Information Theory is presented, which could contribute to a consistent framework to provide 

guidance on the strengths and weaknesses of both approaches, and their combination. 

1. Challenge for flood prediction

“Prediction is very difficult, especially about the future” is a Danish proverb often attributed to Niels Bohr. 

While in essence, this can be boiled down to the difficulty of extrapolating observations in time, this statement 

can be generalized to extrapolating in space, or even more generally from the seen to the unseen.  

For riverine flood prediction, predicting the unseen involves extrapolations in all these domains. Firstly, 

usually predictions are most useful for the future, which we can still influence by actions in the present. An 

exception to this are forensic analyses of past floods, for example to improve models. Secondly, extrapolation 

in space is needed because locations of interest for flood prediction are not always the ones that are gauged. 

Thirdly, extrapolations from observed to unobserved variables are necessary. For example, though water level 

is often both a variable of interest for flood risk and also is the measured variable for river monitoring, 

streamflow is typically the variable used in models because more large-scale patterns are present that are useful 

for extrapolation. An example of these large scale patterns is mass conservation within the hydrological cycle, 

as opposed to momentum conservation in local channel geometry, which is much harder to extrapolate to many 

sites.   

1.1. Physically based approaches 

In the physically based approach, known physical laws are applied in the computation of the dynamics 

hydrological processes and hydraulics. Conservation of mass, energy and momentum are typically applied in 

both the hydrological and the hydraulic components of the model. In the hydrological part, however, the energy 

balance is mostly applied on the surface, and momentum balance is often fully empirical, due to lack of 

measureable boundary conditions. This makes physically based approaches at least partially rely on data driven 

parameter fitting.   

1.2. Machine learning approaches 

Machine learning approaches revolve around generic function approximators that describe underlying patterns 

found in data. Traditional approaches in flood forecasting revolved around local, short-term predictions of 

flows, based on a number of selected lagged variables, such as past streamflow, precipitation, and temperature. 

While the approach has in some occasions performed very well for its task, criticism often involved poor 

performance for extreme events that exceed events in the training period, poor interpretability, and difficulty 

applying models to new sites. 

Recent work partly addresses these criticisms by applying machine learning over much larger and much more 

diverse data sets, focusing on a large number of sites at the same time. This has two main effects. Firstly, more 

data allows us to identify patterns of higher complexity. Secondly, the larger diversity of input data changes 

some prediction problems from extrapolation problems to interpolation problems. Some remarkable successes 

have been demonstrated in recent literature for out-of-sample prediction see Kratzert et al. (2019) and 

subsequent work.    
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2. Algorithmic information theory perspective

The general prediction problem can be formulated as the problem of extending a sequence of symbols. And 

the only thing that allows us to make such extensions with some degree of reliability is structure present in the 

observations, though uncertainty will typically remain and should be explicitly communicated.  

Algorithmic Information Theory (AIT; Solomonoff, 1964, Kolmogorov, 1968, Li and Vitanyi, 2008) revolves 

around distinguishing patterns in a fixed volume of available data (a sequence of symbols) to allow 

extrapolation (sequence extension). A particular challenge with all prediction and extrapolation is the 

distinction between what is pattern and what is random. This is a particular area where AIT provides some 

unique insights, as it provides a formalization of Occam’s Razor and also of the concept of randomness.  

2.1. Model complexity control 

As Herman Weyl (1932) paraphrased Gottfried Wilhelm Leibniz (1686): “If arbitrarily complex laws are 

permitted, then the concept of law becomes vacuous, because there is always a law!”. This makes clear that 

in order to successfully predict from past data, the complexity of our models should be limited to make sure 

we are capturing the general law, and not only the specific instance. A typical approach for complexity control 

in hydrological prediction is to do cross-validation approaches, in which part of the data is reserved for testing 

the model and not used in model building or calibration. Alternative approaches use complexity penalization 

approaches.   

2.2. Modeling as data compression 

A good model should describe the observations with little error, while not being overly complex, otherwise 

the model is restating the observations, instead of the generic laws and pattern that can be extrapolated. Both 

these aspects, prediction error and model complexity, can be measured in terms of description lengths. 

Algorithmic information theory provides us with a framework to quantify both description lengths in a 

common unit, the bit. Accordingly, we can identify the theoretically best model with optimal complexity for 

the data we are trying to explain, by asking the question: Which model can describe the data with the lowest 

number of bits? In this view, model building and data compression are essentially the same problem (Weijs 

and Ruddell, 2021).   

2.3. Describing vs. explaining, prediction vs. understanding 

One could argue that models should not only describe the data, but also explain the phenomena, and the goal 

of models is not only to make useful predictions, but also to increase understanding. I argue that the notion of 

minimizing description length turns descriptions into explanations, and that understanding is means to get 

better predictions, not necessarily a goal that should be pursued in any situation.   

2.4. Role of physically based knowledge 

Prior knowledge, such as knowledge of conservation laws and observations of the landscape, can contribute 

information to model predictions, without adding complexity to a model, because the added description length 

consists of statements that are thought the be true independently, and not used solely to explain the date at 

hand. In the discussion of complex physically based vs data driven models, a consistent way of measuring 

model description length is needed, that takes into account these sources of “free” model complexity. 

3. Conclusions

In general, riverine flood forecasting can be seen as a special case of extrapolation of a sequence, which is the 

one of the core problems treated by AIT. Taking this abstract view based in theoretical computer science can 

contribute to a consistent framework to provide guidance on the strengths and weaknesses of both data driven 

and physics based approaches, and their combination.  

References 

Kratzert F, Klotz D, Shalev G, Klambauer G, Hochreiter S, Nearing G (2019) Towards learning universal, regional, and local 

hydrological behaviors via machine learning applied to large-sample datasets. Hydrology and Earth System Sciences, 23, 5089–5110. 

Kolmogorov AN (1968) Three Approaches to the Quantitative Definition of Information.” International Journal of Computer 

Mathematics 2 (1): 157–68.  

Li M, Vitanyi PMB. (2008) An Introduction to Kolmogorov Complexity and Its Applications. Springer-Verlag New York Inc. 

Solomonoff RJ (1964) A Formal Theory of Inductive Inference. Part I.” Information and Control 7 (1): 1–22. 

Weijs SV, Ruddell BL (2020) Debates: Does Information Theory Provide a New Paradigm for Earth Science? Sharper Predictions 

Using Occam’s Digital Razor, Water Resources Research 56 (2): e2019WR026471 

352



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

Can we use hydraulic handbooks in blind trust? Two examples from a real-

world complex hydraulic system 

Vasilis BELLOS1,2, Panagiotis KOSSIERIS3, Andreas EFSTRATIADIS4, Ilias PAPAKONSTANTIS5, Panos 

PAPANICOLAOU6, Panagiotis DIMAS7, Christos MAKROPOULOS8 

1 Democritus University of Thrace, Greece 

email: vbellos@env.duth.gr 

2,3,4,5,6,7,8 National Technical University of Athens 

email: vmpellos@mail.ntua.gr; pkossier@mail.ntua.gr; andreas@hydro.ntua.gr; ipapak@mail.ntua.gr; 

panospap@hydro.ntua.gr; pdimas@mail.ntua.gr; cmakro@mail.ntua.gr 

ABSTRACT 

In this work, we investigate whether the parameters of physics-based hydraulic models, omnipresent in every 

relevant engineering handbook, can be used in blind trust in a real-world complex system. Here, we focus on 

the discharge coefficient for flows through a sluice gate and the Manning’s coefficient for steady flows, and 

we compare their typical literature values (experimentally derived) against the ones obtained via a “grey-box” 

calibration approach using real flow data from the complex raw-water conveyance system of Athens, Greece. 

1. Introduction

In the design and control of hydraulic works, modelling approaches are bounded by two extreme cases: the 

pure “white-box” and pure “black-box” approach. In the first case, the system is described via physically-based 

equations, whose parameters are obtained on the basis of hydraulic handbooks. In the second case, data-driven 

models (such as Machine Learning algorithms) are calibrated against field data, without any prerequisite to 

obey physical laws and provide physically meaningful parameters. In between these two approaches lies the 

“grey-box” approach (Bellos et al., 2018) that combines the advantages of these two extreme cases to develop 

more robust and scientifically sound models. Here, we adopt this approach to investigate the question posed 

in the title for two widely known hydraulic coefficients: a) the discharge coefficient of sluice gates; b) the 

Manning’s coefficient of a channel. The motivation behind this work is the development of an operational tool 

to provide advice on the optimal flow control of the complex raw-water conveyance system of Athens, Greece. 

The control in the lower part of the system, which is our study area, is performed via a series of Λ-type 

regulation structures, which include a sluice gate and a broad crested weir. 

2. Real world examples

2.1. Sluice gate discharge coefficient 

The tool is based on a model that simulates the current situation regarding the flow characteristics in every Λ-

type structure and predicts the required opening of the sluice gates for a new desirable discharge. For this 

reason, the relationships proposed by Wu and Rajaratnam (2015) are used, in which the discharge Q is 

calculated by:   

𝑄 = 𝐶𝑑  𝑎 𝐵 √2𝑔(𝐻1 − 𝐻2) (1) 

where Cd is the discharge coefficient of the sluice gate, a is the gate opening, B is the width of the channel, H1 

is the water depth upstream of the Λ-type structure and H2 is the water depth just downstream of the structure. 

The latter can be calculated in respect of yt, namely the water depth at some distance downstream of the 

structure, as follows:   

𝐻2 = 𝐶𝑑  𝑎 [2 (1 −
𝐶𝑑 𝑎

𝑦𝑡
) + √4 (1 −

𝐶𝑑 𝑎

𝑦𝑡
)

2
+ (

𝑦𝑡

𝐶𝑑 𝑎
)

2
− 4 (

𝐻1

𝐶𝑑 𝑎
) (1 −

𝐶𝑑 𝑎

𝑦𝑡
)]  (2) 

Due to the discrepancy between the desired accuracy of the flow regulation and the current accuracy of the 

monitoring system, we adopt a “grey-box” modelling approach, where the discharge coefficient is calibrated 

in real time. Yet, when these values unreasonable, we apply a global discharge coefficient, as a safety net, 
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which was computed using historical data. In Fig. 1, we give the results of the calibration (in respect to the 

ratio a/H1) and we compare them with the corresponding theoretical results (Wu and Rajaratnam, 2015). 

Fig. 1. Comparison of the discharge coefficient in respect to the ratio a/H1, as calibrated using historical data, against the theoretical values 

given by Wu and Rajaratnam (2015).  

2.2. Manning coefficient 

Furthermore, to indicate the time response between the time instant when a sluice gate is moved (either opening 

or closing) and the time instant when the latter move is captured by the flow meter, we calibrated a global 

Manning coefficient of the channel n, assuming that flow is steady and uniform. In Fig. 2 we compare this 

global Manning coefficient against values reported in classic hydraulic handbooks, such as Chanson (2004) 

and Chaudhry (2008), for several categories of a concrete channel 

Fig. 2. Comparison of the Manning coefficient for several discharges, as calibrated using historical data, against values reported by Chanson 

(2004) and Chaudhry (2008). 

3. Discussion and concluding remarks

In this work, we performed a blind test, assuming that two physical parameters have no physical meaning and 

are calibrated with the absence of any prior knowledge, in a real-world case study. According to our findings, 

it seems that the calibrated values are on the one hand different from the corresponding values proposed in the 

literature, which are derived from theory or ideal laboratory conditions. In this respect, this difference should 

be attributed to the complex reality of field conditions, and lies within the expected range of parametric 

uncertainty. On the other hand, although we live in the era of big data and artificial intelligence it seems that 

physics still works, but shifting from theory to practice should be done carefully, by adopting more “grey-box” 

modelling approaches that account for both physics and real-world data. 
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ABSTRACT 

Ice jams following the mechanical breakup of river ice cover can cause severe flooding with rapidly 

increasing stages and attain higher stages than those associated with ice-free conditions. This paper 

discusses methods for forecasting the occurrence of breakup and ice jams and the application of a 

deterministic model to simulate the related flood extent.  

1. Introduction

A premature breakup is the breakup of a relatively competent ice cover by a river wave (Xia & Shen, 2002) 

associated with a rapid change in river discharge and water level before the thermal melt out of the cover. 

These changes in hydraulic conditions often originate from runoff produced by rainfall and snowmelt 

during a warm spell. However, it is much more challenging to predict since it is a very dynamic process 

triggered by rapid changes in the weather condition and ice jam releases.   

The ice-jam flood level could produce a far higher level than ice-free seasons with the same discharge. The 

complex mechanisms involved and the usual lack of observed data make it more challenging to determine 

the timing and severity of ice jam floods than ice-free floods. This paper discusses methods for forecasting 

breakup and ice jam events and a physical-based numerical model on ice jam floods. 

2. Forecasting cover breakup and ice jam

Studies on forecasting ice cover breakup and ice jam formation with data-driven and machine learning 

techniques have been conducted in the last couple of decades, but with limited success (Madaeni et al. 

2020). This is partly due to the lack of understanding of the key mechanisms of breakup ice jams. The cover 

breakup is caused by the river wave produced by a rapid increase of discharge over that during the freezing 

period before the breakup, ΔQ. The critical ΔQ for cover breakup varies with the cover strength. A forecast 

of basin runoff due to snowmelt and rainfall with a hydrological model could be used to estimate the ΔQ. 

In the U.S., the National Weather Service, https://water.weather.gov/ahps/, can provide the 3-7 days 

forecast of stage and discharge. The cover strength could be related to the cover thickness obtained from 

the degree-day method (Shen and Yapa 1985). Whether jam will form after a breakup is governed by the 

amount of the ice mass (cover thickness) in the ice run, the channel morphology, and the discharge. Wong 

(2021) presented an example of forecasting breakup and ice jam flooding using runoff and cover thickness 

models and showed a successful forecast on the occurrence of an ice jam flooding in Feb. 2022 a week in 

advance. Wong’s criteria for cover breakup discharge and related cover thickness for jam formation were 

determined based on over 60 years of historical data.   

The potential for, and severity of, jamming and flooding are strongly related to the suddenness of the onset 

of the spring freshet, combined with the state of the ice cover at the time that onset occurs. Since the weather 

condition during the breakup time often changes rapidly, rapid forecasting in a nowcasting mode for 

possible river ice breakup and ice jam flooding is needed for emergency operations. Figure 1 shows an 

example of the relationship between jamming potential and the discharge change from pre-breakup to break 

up and break up cover thickness, based on 81 years of historical data from Grasse River, NY (Shen et al. 
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2007). Such a relationship could be used to rapid forecast possible ice jam formation. The cover thickness 

can be determined by a freezing-degree-day method (Shen and Yapa 1985), while the discharge change, 

ΔQ, could be obtained using the degree-day-melt (DDM) method for forecasting catchment runoff.  

3. Modeling ice jam flooding

Ice jam formation and release is a highly dynamic process. The resulting flooding from an ice jam event is 

affected by the basin runoff, channel morphology, thermal-ice condition, and weather conditions at breakup 

time. Therefore, it is difficult to apply data-driven approaches with limited available satellite images. 

However, deterministic models have been developed that could be used to model jam-related flooding and 

potential mitigation schemes (Shen 2010, Huang and Shen 2021). Figure 1b shows an example of the 

simulated flooding extent validated with satellite images of a breakup ice jam event on the Lower Mohawk 

River, N.Y. Such a simulation demands a long computing time. However, based on simulations for past ice 

jam events, a flood risk mapping for flood-prone areas could be developed. Additionally, the model could 

also be used to develop mitigation schemes for flood management (Huang and Shen 2021). 

Fig. 1. a) Jamming potential with discharge change and cover thickness, Grasse River, NY; b) Simulated 

water depth - January 2018 Mohawk River breakup jam event. 

4. Conclusions

This paper discussed methods for forecasting ice cover breakup and jam formation. The cover breakup 

results from a river wave caused by the increase of discharge over the freezing period discharge, while the 

formation of ice jam is affected by the ice mass transported after the breakup. The critical values of both of 

these depend on the cover thickness. The discharge change could be forecasted with a hydrological runoff 

model or a degree-day-melt method. The cover thickness can be calculated based on the freezing-degree-

day method. Criteria on discharge change and cover thickness for breakup and jam formation are discussed. 

The application of a numerical model for simulating ice jams and related flooding on jam and flood 

management applications is discussed. 
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ABSTRACT 

This paper considers the case study of the Parma River (Italy) to highlight drawbacks in data-driven methods 

for flood forecasting, in particular their limited flexibility in accounting for possible modifications in the river 

geometry or roughness, in comparison with physics-based models, which can be updated quite easily. 

1. Introduction

Early Warning (EW) systems can contribute to preparedness against floods, for example thanks to flood alerts 

and emergency measures. To forecast flood levels for EW, Machine Learning (ML) methods (i.e. “black-box” 

models, which are fully data-driven and unaware of any underlying physical relations) are gaining momentum 

as surrogates for physics-based models, thanks to increasing availability of large datasets. 

This work stems from recent analyses concerning flood level forecasting for a case study in Italy, and aims at 

drawing the attention to some limitations of data-driven models in case some engineering works, such as 

management of floodplain vegetation, were carried out along the river. To this end, two approaches are here 

compared: (i) a ML model specifically trained as a surrogate flood routing tool to provide level predictions at 

a specific section, and (ii) a high-resolution two-dimensional (2D) hydraulic model of the whole river reach. 

2. Study area, data, and methods

This work focuses on the downstream stretch of the Parma River (northern Italy), from Ponte Verdi gauging 

station (in Parma city center) to the confluence with the Po River (Fig. 1a). Recorded levels at the intermediate 

station of Colorno, which is also a “bottleneck” section of particular interest for EW, are available from 2012. 

A detailed 2D hydraulic model was available for this river from previous studies (Mignosa et al., 2020), for 

which the GPU-accelerated shallow-water PARFLOOD code (Vacondio et al., 2017) was used. The high-

resolution grid (cell size 2 m × 2 m) was obtained from LiDAR surveys. A detailed roughness calibration was 

performed by reconstructing two major flood events occurred in Oct-2014 and Dec-2017.  

In this area, Dazzi et al. (2021) compared different ML methods for the quick forecasting of flood levels in 

Colorno, and identified Long Short-Term Memory (LSTM) networks as the most accurate one for peak level 

prediction. LSTM input data were the hourly values from t−11 to t (with t being the current time) of recorded 

levels at the stations shown in Fig. 1a: Ponte Verdi (upstream), Colorno, and Casalmaggiore (on the Po River 

downstream). The LSTM output was the level at Colorno at time t+X (X varies from 1 to 9 h). The training 

dataset included the flood events occurred in 2013-2017, while testing was based on data from 2018-2019. 

Both approaches were then applied to two recent flood events, occurred in Dec-2020 and Jan-2021. It is worth 

mentioning that, during the summers of 2019 and 2020, extraordinary maintenance works for the control of 

riparian and floodplain vegetation were undertaken along an extended stretch of the river. The implications of 

these works on the predictive capability of LSTM and 2D models are here shown and discussed.  

3. Results and discussion

Table 1 reports the error metrics for the evaluation of the LSTM model, in particular the Root Mean Square 

Error (RMSE) and the Nash-Sutcliffe Efficiency coefficient (NSE), for selected lead times. Results for the 

testing dataset show that a good predictive accuracy is obtained, though it progressively reduces for longer 

forecasting horizons (6-9 h). Focusing on single events, it is apparent that the model performance degrades 

significantly for the most recent floods (Dec-2020, Jan-2021) compared to previous events (e.g. Feb-2019). 

To analyze this issue, the recorded levels in Colorno are compared with the series of LSTM forecasts for two 
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lead times (3 and 6 h): predicted values are quite close to observations for the Feb-2019 event (Fig. 1b), while 

the LSTM model overestimates the water levels for the Jan-2021 event (Fig. 1c). Interestingly, the 2D 

hydraulic model also performs fairly in reproducing the Feb-2019 flood, while levels are largely overestimated 

for the Jan-2021 event (Figs. 1b-1c). A similar trend was observed for the Dec-2020 event for both approaches. 

 Table 1. Error metrics in the water levels predicted by the LSTM model for selected lead times. 

Dataset 
RMSE (m) for different lead times NSE (-) for different lead times 

 1 h 3 h 6 h 9 h  1 h 3 h 6 h 9 h 

Training (2013-2017) 0.030 0.062 0.122 0.218 0.9996 0.9981 0.9924 0.9757 

Testing (2018-2019) 0.022 0.067 0.151 0.248 0.9997 0.9973 0.9860 0.9618 

Event Feb 2019 0.050 0.115 0.171 0.321 0.9993 0.9958 0.9895 0.9525 

Event Dec 2020 0.076 0.240 0.416 0.595 0.9976 0.9730 0.9044 0.7988 

Event Jan 2021 0.054 0.228 0.446 0.635 0.9991 0.9831 0.9306 0.8491 

   Fig. 1. (a) Sketch of the study area. (b) Levels in Colorno for the Feb-2019 event. (c) Levels in Colorno for the Jan-2021 event. 

The physical explanation of the over-prediction of flood levels for the recent events is straightforward after 

recalling that maintenance works on the vegetation were performed in 2019-2020. This entails a significant 

reduction in the river roughness and a corresponding decrease in the flood levels (discharge being equal). A 

physics-based model can be updated quite easily to account for such (physical) modification in the river 

conditions. In this case, for example, the calibration of the 2D hydraulic model was revised by reducing the 

roughness coefficients until the recorded levels in Colorno were correctly predicted for the Dec-2020 event. 

Then, when the re-calibrated model was applied to simulate the Jan-2021 event, a good prediction could be 

obtained again (Fig. 1c). On the other hand, the LSTM model could not be re-trained to consider the new river 

configuration, since a single flood event does not constitute a large enough dataset to obtain a reliable model. 

As regards computational times, the performance is clearly more favorable for the ML model, which requires 

just a few seconds to provide a prediction for the next 9 h. However, quite competitive runtimes can be obtained 

using parallelized 2D models. As an example, it is estimated that, thanks to GPU acceleration and latest-

generation video cards, the PARFLOOD model would simulate 9 h of physical time in less than 5 min if 

slightly larger grid resolutions (4-5 m) were adopted for this case study. 

4. Conclusions

In this work, a drawback of data-driven approaches for flood forecasting was highlighted, i.e. the lack of 

flexibility in accounting for possible modifications in the river conditions (e.g. river engineering works) until 

a large enough dataset of flood events is collected, since previous data records become obsolete. Conversely, 

physics-based models can be easily revised after just one flood event, and have the additional advantage of 

providing results not only for specific sections, but for the whole river reach (and possibly outside), while 

parallelization techniques can relieve or overcome the issue of their higher computational demand. 
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ABSTRACT 

Ecohydraulic research has recently focused on the effects of streambed and riparian vegetation on the hydraulic 

properties of river reaches due to the ecological importance of vegetation, since vegetation patches can be used 

in riverine ecological restoration and flood management strategies. In this study, we measured hydraulic data 

(flow velocity and water depth) in 98 riverine microhabitats, explored the effect of vegetation on bed roughness 

and determined the Manning’s roughness coefficients for flexible and rigid vegetation in two natural streams 

of Attica, Greece. The presence of vegetation increased the Manning’s roughness coefficients of unvegetated 

substrates by 44% to 57%. Our results can be used for the proper calibration of hydraulic models in vegetated 

streams, providing more robust support to relevant restoration or flood management strategies. 

1. Introduction

Flow resistance is a fundamental component in the investigation of the hydraulic properties in streams. 

Vegetation patches in perennial, intermittent and ephemeral watercourses can function as: (i) ‘ecosystem 

engineers’ by providing habitat components that enhance the presence and conservation of native biota and 

(ii) geomorphological components that can inhibit unnecessary sediment transport (Theodoropoulos et al.,

2021), or cause regional flow and depth elevations (Stamou et al., 2012). We explored the effects of vegetation

on river hydraulics (flow velocity and water depth). Instead of using conventional velocity-profile based

estimations we applied empirical formulas in order to determine the Manning’s roughness coefficients for

flexible and rigid vegetation (emergent and submerged), in patches of varying densities, in the Oinoi and

Lykorema Streams (Attica, Greece). Our ultimate aim was to contribute to the design and application of proper

calibrated hydraulic or ecohydraulic models.

2. Materials and methods

We measured flow velocity (V; m/s), water depth (D; m), and the type and density (%) of vegetation patches

by using a rectangular frame (0.25 x 0.25 m2) in 98 unpolluted microhabitats of the Oinoi (n=60) and Lykorema

(n=38) streams (Attica, Greece), which have similar geo-hydraulic features. Sampling was carried out in spring

and summer of 2021. Then, we introduced the field-hydraulic data (V, D) in the two following Manning’s

roughness equations for emergent rigid vegetation (Eq. a; ERV; nERV) and submerged flexible (Eq. b; SFV;

nSFV) vegetation:

(a) 𝑛𝛦𝑅𝑉 = 𝑛𝑜√1 + (
𝐶𝑑 ∑ 𝐴

2𝑔𝐴𝐿
) (
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)

2
𝑅
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3
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Detailed description of all variables and metrics can be found in Cantisani et al., (2014) and references therein. 

Finally, we calculated the average Manning’s roughness and the average proportional change (PC; Eq. c) of 

the Manning’s boundary coefficient (no) (the Manning’s roughness base for unvegetated substrates) for both 

streams in total as follows: 

(c) 𝑃𝐶 𝑛𝑜(%) =
𝑛−𝑛𝑜

𝑛
*100

by considering that the n value for a clean, unvegetated natural stream is equal to no=0.03. In case PC was 

positive, the value indicated a proportional increase in bed roughness compared to the boundary threshold, 

while negative PC suggested decrease of boundary bed roughness. 
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3. Results and discussion

The average flow velocity in both streams was 0.22 m/s (standard error; SE= ±0.014; min=0.033; max=2.038)

and the average water depth was 0.12 m (SE= ±0.004; min=0.01; max=0.64). Vegetation patches had larger n

compared to no, since the PC ranged from 31.7% to 28.44% for the ERV and SFV patches (Table 1). Maximum

positive (+) change was calculated for high density (i.e., full) ERV sites (57.07%) and lowest for sparse SFV

(13.78%). The n-VR (VR: product of velocity and hydraulic radius) profile demonstrated that higher densities

of vegetation had higher Manning’s roughness coefficient compared to lower (i.e., sparse) densities for both

ERV and SFV (Figure 1A-B), in accordance with previous studies (Errico et al., 2018).

Table I. Collective table of the Manning roughness coefficient (n) and the proportional change of the manning’s boundary value (PC 

no) in varying densities (Full; Sparse; Total | Vegetation patches -VP-) of emergent rigid vegetation (ERV) and submergent flexible 

vegetation (SFV) in two natural streams of Attica. The parentheses in the Manning’s n column indicate the sample size while in the 

proportional change (PC no) whether the change was positive (+) or negative (-).  

Vegetation Density Full (80% ≥ VP ≤ 100%) Sparse (0% ≥ VP ≤ 50%) Total (0% ≥ VP ≤ 100%) 

Manning (n) n PC no n PC no n PC no 

ERV 0.047 (12) 57.07% (+) 0.035 (17) 16.49% (+) 0.040 (34) 31.70% (+) 

SFV 0.043 (14) 44.68% (+) 0.034 (6) 13.78% (+) 0.039 (25) 28.44% (+) 

Figure 1. Manning’s n – VR (m2 s-1) profile for the emergent rigid (A) and submergent flexible (B) vegetation. The full vegetated patches 

(80% ≥ VP ≤ 100%) are coloured with red, while the sparse (0% ≥ VP ≤ 50%) with blue. The regression derived from a local polynomial 

smoother (span=0.9) while the gray region depicts the standard error. 

4. Conclusion

Hydro-geomorphological properties in natural streams are affected by vegetation patterns (type and density).

We found that rigid and flexible vegetation increased the bed roughness of unvegetated clean substrates up to

57% and 44% in high local densities, respectively. Previous works have efficiently achieved the prediction of

Manning’s n coefficient through dedicated formulas (Salah Abd Elmoaty and El-Samman, 2000).

Subsequently, ad hoc calibrations of the Manning’s coefficient derived from local studies can increase the

accuracy of regional hydraulic and ecohydraulic models, providing robust support to ecological restoration or

flood management strategies. However, spatial and temporal patterns (e.g., seasonality, substrate etc.)  should

be thoroughly examined since are able to affect the distribution and density of vegetated patches, as well as

the hydraulic properties of a natural or artificial stream.
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ABSTRACT 

Flood modelling process is always incorporated with uncertainty and capturing the uncertainty can be 

challenging due to the heavy computational requirements. Surrogate models developed based on physical 

models using machine learning techniques (like Support Vector Regression, SVR) can be used as fast and 

reliable tools to overcome the computational constrains. Therefore, this study aims to present the uncertainty 

of 100-year flood water level using intensive Monte Carlo (MC) simulations and to show the applicability and 

potential of surrogate models for intensive task like uncertainty analysis. The results show that the surrogate 

model easily reproduces a large number of simulations (more than 25,000) that are required for a converged 

MC, which would not be feasible using the physical model. 

1. Introduction

Hydrodynamic models are popular tools for flood modeling purposes. The disadvantage of 2D models is that 

they require intensive computational efforts, however they provide accurate results. Flood simulation results, 

are subjected to uncertainty. As a result, a growing body of literature recommends taking the uncertainty into 

account (e.g., Merwade et al., 2008, Beven et al., 2015). However, this is often hampered by the high 

computational costs. There are alternative solutions to overcome the computational constrains such as, 

simplification of the model or using data driven surrogate models. The later mimic physical models, while they 

demand significantly less computational effort. Therefore, this study seeks to analyze the uncertainty 

associated with 100-year flood water level using Monte Carlo analysis and to demonstrate the applicability of 

Machine learning based surrogate models that can tackle the computational demand from uncertainty analysis. 

2. Methods

2.1. Surrogate hydrodynamic model (Emulator) 

In the current study, a surrogate hydrodynamic model (called emulator here after) is trained using Support 

vector regression (SVR) to mimic a physical 2D model to simulate 100-year floods. The physical model named 

HiSTAV, is a GPU based 2DH hydrodynamic model (see details in Conde et al. (2020)). The model solves 

shallow-water equations using a finite volume scheme (unstructured meshes). The model requires inputs such 

as topo-bathymetric dataset, Strickler roughness coefficient values, runoff coefficient values (in form of raster 

files) and precipitation intensity and provides water level and flow velocity as outputs. The case of the study 

is the Tovdal river near Birkeland town area, located in Agder province (Norway). The data of a flood event 

occurred in 2017 in this region, has been used to calibrate the model. The simulation time for the 1,700 km2 

catchment (composed of 401,769 mixed mesh elements) is about 12 GPU hours which is a long run time. 

Hence, we trained an emulator using Support Vector Regression (SVR) model based on the water level data 

obtained from the 1,300 simulations performed with the physical 2D model. The details of the model and the 

process of the emulation can be found in Alipour and Leal (2021). The use of this surrogate 2D hydrodynamic 

model (with an accuracy of R2 = 0.999, see also the surrogate model performance in Fig. 1-a) allows us to 

overcome the unaffordable computational resources of running the physical-based model. 

2.2. Probabilistic approach (Monte Carlo simulations) 

The inputs spaces were randomly sampled, and the flood water level is simulated for each input set until 

reaching a converged MC. Table 1, presents the input set and their spaces. The roughness and runoff coefficient 

spaces have uniform distributions, and the precipitation intensity space is an empirical distribution which is 

modified based on the ensemble of 100-year precipitation values obtained by fitting the GEV distribution to 
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10 annual maxima precipitation series resulted from 10 different regional climate models using a Bayesian 

MCMC method (details are presented in Alipour et al., 2021).  
Table 1. Input parameters description and spaces 

Parameters Acronym Range 

Strickler roughness (m1/3/s) Forests (broad-leaved, coniferous) Ks_F 15-40 

River and water courses  Ks_R 20-50 

Runoff coefficient (%) Forests (broad-leaved, coniferous) C_F 50-70 

100 year precipitation (mm/Hour) ip 5-13

The use of emulator eases the constraint of the heavy computational demand and enables us to perform 100,000 

MC simulations ensuring a stabilized and converged MC. The convergence criteria is defined as the fluctuation 

in mean and standard deviation (SD) (Ehlers et al., 2019).  

3. Results

According to the results of 100,000 MC simulations, displayed in Fig. 1-b, the water level values range between 

24 m to 32 m, indicating that there is a large degree of uncertainty associated with water level magnitudes.   

Fig. 1. a. Performance of the emulator and b. 100-year flood water level distribution resulted from 100,000 MC simulations 

The MC convergence results are displayed in Fig 2. A full convergence is achieved after about 25,000 

simulations, which would not be possible to achieve using a physical model that requires 12 GPU hours for 

each simulation. Therefore, we suggest flood modelers to use machine learning based surrogate models as a 

complementary tool to consider the uncertainty and make more safe decisions. 

Fig. 2. Convergence of MC simulations through variation in a. Mean and b. Standard deviation (SD) 

4. Conclusion

Given the large uncertainty found in the flood water level, we highly recommend taking the uncertainty into 

account. To overcome the computational burdens which is the main obstacle in uncertainty assessment, 

machine learning based surrogates can be an accurate and fast alternative.  
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ABSTRACT 

Environmental impacts of pharmaceutical and personal care products (PPCPs) are related with potential 

environmental risk to aquatic ecosystems and effects in the public health. The dynamic of PPCPs generation 

is influenced by consumption habits, seasonality, and extreme disease situation (e.g., SARS-CoV-2 pandemic). 

The use of pharmaceutical and personal care products has increased during COVID-19 pandemic. Thus, 

azithromycin, ciprofloxacin, caffeine, ibuprofen, losartan and triclosan were widely used. The main objective 

is to evaluate the spatial temporal variability of PPCPs from rural domestic wastewater treatment plants 

(WWTPs). Samples were collected for PPCPs analysis in influents and effluents from 10 WWTPs during warm 

and cold seasons. Chromatographic analysis (GC-DAD) using C18 column and solid phase extraction were 

used. Caffeine, ibuprofen, ciprofloxacin, azithromycin, losartan and triclosan were seasonally monitored. The 

experimental results showed that PPCP concentrations in the influents and effluents were 11.1–1077.4 µg/L 

and 0.1–595 µg/L for both seasons, respectively. PPCP removal efficiencies exhibited large variability between 

14.7–100% for antibiotics, physic stimulants, NSAIDs, antihypertensives and disinfectants. Therefore, the 

emerging compounds showed seasonal variation, resulting from the conditions of use, sales, and health such 

as the COVID-19 pandemic. 

1. Introduction

Pharmaceuticals and personal care products (PPCPs) are of scientific and public interest. They present a 

potential threat to the ecosystem and human health, as not completely removed by the WWTPs, and are 

discharged into the environment, affecting water, soil, and air quality (Pompei et al., 2019). They can generate 

mutagenic effects, (pandemic COVID-19) health risks, antibiotic resistance and endocrine alteration in 

organisms exposed to them (Buchan and Quiñones et al., 2016). Consequently, WWTPs generally have 

primary, secondary and occasionally tertiary treatment phases. Overall, the conventional and non-conventional 

secondary treatments are capable and found efficient for PPCP removal (Mohapatra and Kirpalani, 2019). 

Activated sludge is the world’s most widely used secondary treatment process, and it has been shown to be 

one of the better technologies for contaminant removal (Komolafe et al., 2021). This process can remove 

several PPCP types in WWTPs, such as diclofenac (65%), ibuprofen (92%), naproxen (81%) and bezafibrate 

(51%) (Lindqvist et al. (2005). Biofiltration technology integrates mechanisms, such as biodegradation, 

sorption and oxidation. Some removal efficiencies considering biofilters incorporating microorganisms (BM), 

plants and microorganisms (BPM), earthworms and microorganisms (BEM) and all organisms (hybrid 

biofilters HB) (Tejedor et al., 2019), reached mean removal efficiencies for pharmaceuticals from <20 to >70% 

(Class: analgesic/anti-inflammatory, antibiotics, psychiatric and stimulants/psychoactive drugs) (Li et al., 

2014). This wide variability evidenced by PPCPs in wastewater is conditioned by seasonal factors, which can 

also be exacerbated by health crises (COVID-19 pandemic). Indeed, the use of drugs during the pandemic 

increased by almost 47% (Fortune, 2022). Therefore, this work aims to evaluate the seasonal variation on 

concentrations and removal efficiencies of PPCPs, in the influent/effluent of rural Chilean WWTPs. 

2. Methodology

Wastewater samples (influent/effluent) from at least 10 WWTPs from Chilean rural areas, which are located 

between the regions Valparaíso (UTM: x:317496.4 y:6364765.8), Metropolitan (UTM: x:301908.8 

y:6302340.1) and Bernardo O'Higgins (UTM: x:290294.1 y:6196680.5) were monitored. Domestic 
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wastewater samples were of manual and semi-composite type. The monitoring details and campaign protocols 

are described by Yan et al. (2016). Sampling campaigns during 2021, contemplated two monitoring, one in 

the warm season (November to March) and another in the cold season (May to September). The wastewater 

samples were extracted and cleaned by Solid Phase Extraction–Hydrophilic Lipophilic Balance (SPE-HLB) 

with an Oasis HLB cartridge. PPCPs were separated and quantified by HPLC chromatography. The mobile 

phase consisted of methanol, formic acid (0.2% v/v) and acetonitrile at 40 °C. The injection volume was 20 

µL (Toledo-Neira and Álvarez-Lueje, 2015). The removal efficiency is given by the Eq (1): 

Removal efficiency (%) =
Ci−Ce

Ci
(1) 

where Ci and Ce are the influent and effluent PPCP concentrations, respectively.

3. Results

The experimental results showed that the concentration of influent/effluent considered in the monitoring were 

the following. Antibiotics were detected in the influents at concentrations of 66.2-1077.4 µg/L and 25.9-142.9 

µg/L, for azithromycin and ciprofloxacin, respectively. Meanwhile, effluent reported values of 25.6–595 µg/L 

and 15.6–59.9 µg/L were found for azithromycin and ciprofloxacin, respectively. Caffeine was in very 

prevalent concentrations ranging between 40.1 and 165.8 µg/L in the influents and between 15.2 and 40.8 µg/L 

in the effluents for the two seasons. Ibuprofen concentration was up to 154.6 µg/L for influents, and up to 42.7 

µg/L for effluents in both seasons. Losartan presented concentrations of 50 µg/L in influents and up to 35 µg/L 

in effluents. Losartan is among the most prescribed drugs in Chile in people with high blood pressure (ISP, 

2022). Moreover, the antibacterial agent triclosan was found at average-high (>60 µg/L) levels in influents and 

low-average in effluents (<40 µg/L). The compounds showed discrepant seasonal variation as their 

consumption during the year depends on their therapeutic usage, and of the health pandemic Covid-19 (Gwenzi 

et al., 2021).  
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ABSTRACT 

More than half of the European (EU) water bodies still lag behind the 2000/60/EC directive due to various 

reasons. A complete, updated, and holistic knowledge base is central in forming a proper monitoring suite, 

within a tailored management scheme. In Eye4Water project, a series of hierarchical procedures was 

followed to properly describe and quantify the status quo of two lesser researched river basins and finally 

assess the knowledge gaps. The aim is to gather the current knowledge through systemic literature review in 

a hyper-matrix, to organize it through conceptual models, assisting management, embedded with indices, 

map it and finally assess the actual knowledge gaps to form properly the monitoring targets. The case studies 

are two heavily modified (partly or entirely) riverine systems, located in Thrace, in rural peri-urban basins, 

having tributaries with intermittent flow, fragmented habitats, receiving multiple pressures, but being still 

systems of major economic and environmental importance for the area. The methodology that was followed 

revealed important lack in our knowledge on four main categories: pressures, environmental quality, 

monitoring systems and land/resources uses. The identified gaps may hamper the decision making but, in 

early stages, can describe a “roadmap” to adjust the monitoring scheme and prioritize management goals. 

1. Introduction

The need to upscale water management’ effectiveness across Europe could never be more urgent. 

Sustainable water management is crucial to ensure the capacity of both natural and human systems to adapt 

to changing conditions and crises, among other challenges. The 2020 State of the Environment Report 

confirms that even though more than 20 years have passed since the Water Framework Directive (WFD) 

adoption, more than half of EU freshwaters fail to achieve “good ecological status” (ΕΕΑ 2019). WFD 

introduces a framework for a “basin approach” in line with Integrated Water Resources Management 

paradigm (Bielsa and Cazcarro 2015). Specifically, in Mediterranean basins, sustainable water management 

is crucial not only for negating the multiple pressure effects that the water bodies are subject to, but also for 

ensuring the multiple related ecosystem services. Knowledge synthesis as a procedure is governed by a wide 

range of methods synthesizing the best available information regarding a topic in a systemic way, to support 

decision making (Dicks et al., 2018). Indices have the possibility to describe an issue in a simplified and 

targeted way, to disseminate measurable and comparable information, and determine the distance from a 

management goal. Many sets of globally accepted indices are designed for specific matters. Conceptual 

models incorporating indices for management, are fundamental tools for communication strategic planners 

and decision makers through the logical framework and the information coding they provide. Gap Analysis 

is a way to visualize the distance from optimal target by identifying practical deficiencies or knowledge lack. 

The aim of this research is to introduce a hierarchical approach to gather the current information on a variety 

of fields, to synthesize knowledge, to group and communicate quantified indices to finally identify the gaps 

which may hamper the effective decision making. A Second aim is to provide an overview for two lesser 

researched rivers of primary importance for the local community, located in Thrace, North Greece. Laspias 

river watershed is a mountainous/agricultural area of 212 km2 that flows into a Ramsar protected coastal 

zone. It is a Heavily Modified Water Body (HMWB) subject to several pressures as landfill, Wastewater 

Treatment Plant, intense industrial and agricultural activity and livestock units. Lissos river catchment covers 

1486 km2 hosting a wide variety of habitats and a Ramsar protected estuary. It is a HMWB and suffers from 

similar pressures, along with sand extractions and flow intercepting constructions. 

2. Applied Methodology
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2.1. Literature review, knowledge synthesis and SWOT-PEST analysis 

A literature review was conducted using Google Scholar to retrieve publications describing the status quo of 

the basins, without time constraints, using a list of keywords. These were combined with datasets collected 

by national, regional and local authorities, institutions or international geospatial services. Knowledge 

Synthesis was applied using the Scoping Review method, to assure objectivity. The data gathered formed the 

basis for a combined SWOT-PEST analysis model. The two models create a management hyper-matrix that 

integrates all administratively useful information to define the current state of the study areas. The 

connection of the SWOT analysis with the PEST model is accomplished by incorporating in each branch of 

the SWOT the terms of the PEST. Based on the results, four fields were analyzed: Pressures, Environmental 

Quality, Monitoring Systems and Land/Resources Uses where some indicators from the Common 

International Classification of Ecosystem Services, Sustainable Development Goals and United Nations 

Statistics Division sets were selected to describe the main characteristics of each field. 

2.2. GAP analysis 

To quantify the deviation from the desired management state (where we are and where we want to be) and 

prioritize management actions, a Knowledge Gap Analysis was conducted in three steps (Latinopoulos et al. 

2018). The first step is to accurately outline and define the objectives. This is the desired knowledge level 

(100% of the target value). The desired management objective was derived from guidelines, initiatives, as 

well as national and international standards, such as the WFD. A number of equally distributed questions, 

based on the indicator sets, were selected to reflect the preferred state in all four categories. In the second 

step, the questions were "graded" adopting a five-level scale with a percentage return of 20%. The third step 

was to estimate the gap, which stems from the difference between current and desired level. 

3. Results and Discussion

The analysis revealed the bigger gaps in Pressures, a category related to environmental health and human 

wellbeing while the Land and Resources Uses in the system are better known (Fig 1). The environmental 

state, as expressed by the Environmental Quality category reflects the majority of available scientific 

information and, as a percentage stands close to the Monitoring Systems category. 

Fig. 1. Knowledge Gap plot (a) for the average and (b) for the four pilot categories. 

Knowledge Gap Analysis is a useful and effective tool for defining the lack of information, offering a new 

perspective on environmental management practices for assessing both management and environmental 

performance. In this research, the two waterbodies revealed an important knowledge gap and this assisted in 

monitoring prioritization and management design. Eye4Water project, will contribute to improve the current 

state, support regional development and minimize this "gap" through the development of a monitoring 

strategy, the provision of predictive tools, innovative technology and collaboration with stakeholders. 
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ABSTRACT 

Rice terrace farming is a traditional rice cultivation system that has been developed in mountainous areas since 

more than hundreds of years ago. It usually consists of multiple small paddy fields cultivated stepwise on steep 

hills, which forms a unique landscape. In addition to their landscape harmonized with the nature, rice terraces 

have various functions such as higher quality food production, slope stabilization, flood retardation and diverse 

ecosystems, all of which can contribute to improve sustainability of the society. On the other hand, some rice 

terraces have been abandoned recently, due to depopulation and aging in rural communities, as well as low 

economic efficiency arising from difficulty in introducing large-scale agriculture. This work introduces 

expectations and challenges in smart rice terrace farming that has been experimentally introduced in rural areas 

in Japan recently in order to overcome the situation where rice terraces and their multiple functions have been 

vanishing. The work also depicts the potential advantages of advanced rice terrace farming systems in climate 

change mitigation and adaptation, which can contribute to development of sustainable climate-resilient society. 

1. Rice terraces and their multiple functions

Rice terrace farming is a traditional rice cultivation system that is commonly seen in the countries where wet 

rice agriculture is popular in mountainous areas. Rice terraces usually consist of multiple small paddy fields 

cultivated stepwise on steep hills, which has developed characteristic landscape and water management 

systems (Fig.1). Considering their excellent cultural values and beautiful landscape harmonized with nature, 

some of the rice terraces have been registered to the UNESCO World Heritage sites. Such traditional 

landscapes also become important scenic resources for rural areas, which greatly contribute to rural economy. 

In addition to their beautiful traditional landscape, rice terraces have various functions that are important for 

sustainability of rural communities. They contribute to prevent landslide disasters due to heavy rainfall by 

stabilizing the slope on which they are located. Irrigation on the rice terraces stabilizes the groundwater level, 

which also contributes to prevent landslides. In the event of heavy rainfall, rice terraces can provide a flood 

retarding function by storing rainwater. They are usually irrigated by using groundwater in the mountain slope 

that contains rich minerals, which enables to produce higher quality of rice that can be traded at a high price. 

Irrigation systems of rice terraces in various local hydrologic conditions have nurtured unique ecosystems that 

can enhance biodiversity. These functions are important not only to rural society, but also to whole society 

including urban areas. Considering their important roles in various aspects described above, studies have been 

conducted to investigate their multidisciplinary values.  

2. Challenges in rice terrace farming in remote rural areas in Japan

Rice terraces have been well developed in mountainous areas in Japan since hundreds of years ago. Despite 

the advantages of rice terraces described above, rice terrace farming in such remote rural areas faces challenges 

in its sustainability in recent years. Agriculture in flatlands has been successfully modernized and mechanized 

by introducing large-scale agriculture with centralized water supply systems in Japan. It is, however, difficult 

for rice terraces in hilly areas to introduce such large-scale agriculture, because paddy fields on the steep slopes 

are not suitable for firm land readjustment to create a big rectangular unit of firm land which has an advantage 

in increasing agricultural efficiency by introducing mechanization. Farming in rice terraces therefore requires 

great care, which degrades farm productivity. Furthermore, remote rural areas in Japan have been suffering 

from depopulation, aging society, and declining birthrate. Due to this recent social structure, Japanese remote 

rural areas have also faced a shortage of young farmers. For these reasons, some of rice terraces in those areas 

have been abandoned, which degrades various functions of rice terrace farming systems. 
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Fig. 1. Rice terraces and new smart farming technologies in remote rural areas in Japan: (a) Overview of Hoshitoge rice terraces, (b) smart 

surveying of field level using UAVs, and (c) automated water supply system installed into the paddy field. 

3. Smart farming systems for rice terraces in remote rural areas

As one of the measures to overcome the challenges in rice terrace farming systems in remote rural areas in 

Japan, smart farming (SF) systems are expected to increase the sustainability of rice terrace farming by 

improving agricultural efficiency.  In Hoshitoge rice terraces (Fig.1), which are located in remote rural areas 

in Tokamachi City, Niigata Prefecture, a heavy snowfall area near the coast of the Japan Sea, experimental 

introduction of new SF approaches has started to investigate the effectiveness of such technologies in making 

rice terrace farming more efficient. Those smart technologies include: surveying the difference in elevation in 

the paddy field by unmanned aerial vehicles (UAVs), semi-automated leveling of the field surface by use of 

construction machines operated by information and community technology, and smart water management with 

monitoring of water level and temperature in the paddy fields as well as use of automated water supply system. 

Sensors used in those smart facilities are equipped with small solar-power panels, which allow them to supply 

energy by themselves. Although some of these technologies have been applied successfully to large paddy 

fields in flatlands, it was a challenging attempt to introduce them into farming in the rice terraces that have 

unfavorable terrain conditions for common SF technologies. The results of experimental introduction showed 

potential effects of SF on mitigating work burden in rice terrace farming, which can provide increased 

opportunity not only for experienced elderly farmers to continue agriculture in remote rural areas, but also for 

less experienced farmers such as young urban citizens or women to participate in farming in these areas.  

4. Expected role of smart rice terrace farming in climate change mitigation and adaptation

There are growing concerns about impacts of changing climate on resilience and sustainability of society in 

Japan. Extreme heavy rainfall would occur more frequently in the future, which can bring more chance of 

large-scale floods and landslides. On the other hand, severe droughts may occur more frequently in the future 

due to changes in seasonal rainfall patterns, evapotranspiration, and snow process. Food security and healthy 

ecosystems would be threatened by increase in heat waves and water temperature induced by climate change. 

Smart farming is expected to become a prospective countermeasure against such challenges posed by climate 

change through enhanced multidiscipline functions of rice terraces. Rice terraces and distributed farm ponds 

can be used for flood retention if their water level can be lowered by smart management prior to floods 

considering real-time forecasts. Preserving rice terraces increases the protection level against landslides. 

Farming in mountainous terraces has more advantage in resilience against global warming over that in 

flatlands, because rice terraces are located in a cooler climate and therefore less susceptible to heat waves. 

Similarly, management of water amount and temperature is easier in terraces as they can use snowmelt water 

that is more available at high altitudes. A rich amount of water and difference in elevation in the terraces also 

give a good potential for small hydropower generation, which contributes to carbon neutral and climate change 

mitigation. Although rice terraces are expected to become an effective green infrastructure for climate-resilient 

society, there are still major challenges to evaluate the effectiveness of improved rice terrace farming on 

climate change mitigation and adaptation. Japanese rice terraces usually have very small catchments, often 

less than 1 km2. Although climate change impacts on hydrological processes have been widely assessed by 

using results of advanced climate experiments (e.g., Nohara et al., 2018), they are usually based on river basin 

scale. Impact assessment of climate change on hydrological processes in small catchments is therefore very 

important. It is also needed to develop an effective method to evaluate multilateral effects and functions of rice 

terrace farming which contributes to identify the requirements for sustainable and resilient society under 

changing climate. 
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ABSTRACT 

Sewage discharges, deposition of suspended solids, fertilizer run-offs, and many other anthropogenic activities 

increase nutrient production of inland and coastal waters, resulting in Eutrophication. Scientists and 

stakeholders have recognized the urgent need for restoration applications. This work presents chemical 

restoration methods that aim to reduce the P and N loads within the water column using clay-based materials. 

1. Introduction

Dynamic balances govern the maintenance of aquatic ecosystems. Eutrophication is an imbalance in function 

caused by changes in the quantity of nutrients (mainly nitrogen and phosphorus) entering the water bodies. 

The primary sources of eutrophic pollution are wastewater discharges and agricultural run-offs released into 

the aquatic environment, coastal population increase, land use, and extensive use of nutrients from agricultural 

fertilizer use. Eutrophication is observed worldwide in numerous close regions with minimum water renewal, 

like the Baltic Sea, the Black Sea, the Gulf of Mexico (Le Moal et al., 2019), the Chinese Lake Taihu (Yu et 

al., 2020), or the Greek Gulf of Amvrakikos (Kountoura and Zacharias, 2011), as well as many others. 

Restoring eutrophic water bodies has been identified as a primary goal of the United Nations and European 

Member-States because they are viewed as crucial to attaining sustainable development. As a result, the 

European Member States have implemented the Water Framework Directive 2000/60 on 23 October 2000 and 

acknowledged the need to monitor, protect and restore them (Zacharias et al., 2020). Additionally, two of the 

UN 17 Sustainable Development Goals for 2030 highlight the need to amend water quality (i.e., Goal 6: "Clean 

Water and Sewerage" and Goal 14: "Life on Water") (Fehri et al., 2019).  

By applying innovative, natural, ecologically friendly clay-based materials, this work aims to identify which 

materials can chemically restore eutrophic aquatic ecosystems. This study aims to assess the ammonium and 

orthophosphate adsorbance efficiency of natural clay-based materials. 

2. Materials and methods

Clay-based materials can be applied for chemical remediation purposes of eutrophic aquatic environments. 

Scientists, stakeholders, and public authorities disagree with using modified materials. After World War II, 

many clay-based materials were applied to restore eutrophic water body quality status. This work identifies 

natural clay-based materials that have been used in aquatic environments and assesses their adsorbance 

efficiency. This work evaluates the application of zeolite, bentonite, calcite, alum, and perlite as adsorbent 

materials for eutrophication control.  

Ammonium and orthophosphate experiments were performed to observe the behaviour of clay-based materials 

in time. Ammonium and orthophosphate experiments were also used to investigate the equilibrium adsorbance 

capacity of the selected natural materials. 

3. Results and discussion

3.1. Zeolite 

Natural zeolite has been investigated in laboratory isotherm and kinetics experiments for phosphorus and 

ammonium adsorbents. Natural zeolite has a high adsorption capacity, and for this reason, it is widely used as 

an adsorbent material. Isotherm experiments showed that natural zeolite adsorption capacity increasing with 

decreasing orthophosphate and ammonium ion concentration. The kinetics experiments performed for natural 

zeolite concluded that equilibrium is achieved around 8 hours after the introduction of the material. Although 

the results indicate that the ammonium adsorbance capacity of zeolite is higher than the orthophosphate 

absorbance capacity, zeolite can be used for both ammonium and orthophosphate control.  
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3.2. Bentonite 

Over the past century, Bentonite has been the most widely used eutrophication sorbent material. Removing 

phosphate that was found in water bodies at low concentrations continues to be a challenging procedure. 

However, Bentonite is a highly efficient material in orthophosphate reduction, and it is considered to have a 

high equilibrium capacity and removal at low nutrient concentrations. Bentonite is less effective at removing 

ammonium ion concentrations from aquatic environments. 

3.3. Calcite 

Another clay-based material that has been evaluated for orthophosphate and ammonium control is calcite. The 

results indicate that the application of calcite is not able to adsorb ammonium anions. Regarding the 

applications of calcite in orthophosphate environments, researchers conclude that their application results in 

alkaline environments, altering the structure of the organisms which dominate in the aquatic environment.  

3.4. Alum 

Alum is another material that has been evaluated in this study. The results indicate that alum has a good 

adsorbance capacity for orthophosphate control and moderate to inadequate for ammonium ion control. 

Researchers support that alum can no longer be applied as adsorbent material in its natural form because it 

significantly alters the pH levels of the water body being examined. 

3.5. Perlite 

The last natural material that has been examined in this study is perlite. Perlite presents moderate to poor 

adsorbance capacity for both ammonium and orthophosphate ions. Therefore, the researchers believe that 

natural perlite cannot be used as an adsorbent material in its raw form.  

4. Conclusions

Developing effective natural water treatment technologies is becoming more critical as the circular economy 

approach progresses. The research is part of the BLUE-GREENWAY project, whose primary purpose is to 

achieve maximum reductions in ammonium and orthophosphate compounds without altering the natural 

aquatic environment. Also, researchers agree that there is no one-size-fits-all strategy for restoration. Each 

aquatic environment is distinct and is governed by a unique collection of characteristics, environmental 

circumstances, interconnectedness, and the species that exist or function inside it. As a result, scientific 

monitoring and consultation are critical for determining the most effective technique and parameterizing the 

methodological approach for ecosystem long-term ecological and sustainable restoration. 
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ABSTRACT 

The largest city in Colombia, Bogota, is crossed from east to west by four rivers. All of them discharge their 

waters into the Bogota River. One of them, the Fucha River, originates in an exclusive ecosystem, Páramo 

Cruz Verde. The Fucha river was divided into four sections to evaluate its quality standards. The Instituto de 

Hidrología, Meteorología y Estudios Ambientales (IDEAM) established the General Quality Index for Surface 

Waters (ICACOSU), which evaluates quality in a range between Excelent to Very deficient. The Secretaria 

Distrital de Ambiente (SDA) established quality standards for the Fucha river 8 years ago. However, the 

measurements of water quality parameters and the indices show that the river does not reach the minimum 

standards for existence of captive life. We monitored 16 points and calculated ICACOSU for sections 1 to 3 

of Fucha River. In particular, we found that Fucha river starts in good range and finishes in very deficient 

range. In particular, section 2 starts with a Medium range and ends in Bad range due to increase in total 

coliforms (TC) from 0.00 MPN/100 mL to 9.59x107 MPN/100 mL. On the other hand, section 3 starts with a 

bad range and ends in very deficient range due to reduction in concentration of dissolved oxygen (DO) from 

9.75 mg/L to 0.17 mg/L. The detailed study of the quality of the river allows establishing minimum values of 

parameters such as DO and TC that enable aquatic life in the water.  

1. Introduction

The capital of Colombia is Bogota City, which has four rivers that cross the city from east to west. Namely 

Tunjuelito, Fucha, Salitre, and Torca. All of them discharge their waters into the Bogota River, which ends in 

the Magdalena River, which finally flows into the Pacific Ocean. Complying with international commitments, 

such as Millennium Development Goals (MDG) Goal 6, which ensures access to water and sanitation for all, 

and Organisation for Economic Co-operation and Development (OECD) provision on water governance, 

Colombia created a National Policy for the Comprehensive Management of Water Resources, which expires 

in year 2022 and needs a proof analysis. This policy regulates Planning and Management Plans for 

Hydrographic Basins (POMCAS) and proposes water quality standards (Cerón-Vivas et al., 2019; Romanelli 

and Massone, 2016; Trujillo-Zapata et al., 2020). 

The Fucha River grows up in an exclusive ecosystem: Páramo de Cruz Verde into the Andes Mountain range. 

This important river is located just five kilometers from the edge of the city. Due to city administration, it is 

divided into four sections, to establish its water quality and review fulfillment of water quality standards. The 

SDA has only 5 monitoring points along the Fucha river. We evaluated ICACOSU at sections 1, 2 and 3 with 

16 monitoring points, and soon it will be evaluated at section 4. The fulfillment of the urban water quality 

standards is the way for the achievement of real decontamination of Bogota River (Peña et al., 2016). 

Therefore, knowing the current state of urban rivers is the added value offered by this research project, which 

allows stakeholders to make significant decisions. 

2. Materials and methods

The research project determined ICACOSU using the following physical, chemical, and biological parameters: 

dissolved oxygen (DO), total suspended solids (TSS), chemical oxygen demand (COD), Electrical 

conductivity (EC), pH, total coliforms (TC), and biological oxygen demand (BOD5). Compliance with 

regulatory quality standards was analyzed. The bibliographic sources of environmental authorities were 

reviewed, including land use and territorial entities involved. Bogotá is divided into 16 localities; each one 

establishes land use and permissible development activities. The Fucha river crosses five localities: San 

Cristobal, Antonio Nariño, Puente Aranda, Fontibón and Kennedy. 

Reconnaissance tours in the Fucha River were carried out to locate the main domestic and industrial discharges 

points. Therefore, 16 monitoring points were established according to access to the river, morphology of the 
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river, and the identified discharge points. Water samples were taken in these 16 points during the dry season 

of April 2018 and September 2020. On site parameters DO, EC and pH were measured. In the laboratory, 

parameters TSS, COD, TC and BOD5 were analyzed. Samples were analyzed according to Standard Methods 

and using properly calibrated equipment. Then, the ICACOSU was calculated based on the following 

equations: 

𝐼𝐶𝐴𝐶𝑂𝑆𝑈 = 𝐼𝐶𝐴𝐶𝑂𝑆𝑈𝑓𝑎 ∗ 0.8 + 𝐼𝐿𝐴𝐺 ∗ 0.2 (1) 

where: ICACOSU: water quality index for surface streams in general. 𝐼𝐶𝐴𝐶𝑂𝑆𝑈𝐹𝐴: the aggregate index of

physicochemical quality. ILAG: the Environmental Capacity Index. 

ICACOSUFA = (SiDO*0.2)+(SiTC*0.18)+(SiTSS*0.15)+(SiBOD*0.15)+(SiCOD*0.12)+(SiEC*0.12)+(SipH*0.08)  (2) 

where: 𝑆𝑖𝑂𝐷: DO saturation percentage sub-index, 𝑆𝑖𝑆𝑆𝑇: TSS subindex, 𝑆𝑖𝐷𝑄𝑂: COD subindex, 𝑆𝑖𝑝𝐻: pH

subindex, 𝑆𝑖𝐶: TC subindex, 𝑆𝑖𝐷𝐵𝑂: BOD subindex, 𝑆𝑖𝐶𝑂𝐷: EC subindex  

The result is qualitative in the following ranges: 0.00 to 0.25 is Very Deficient, 0.26 to 0.50 is Bad, 0.51 to 

0.70 is Medium, 0.71 to 0.90 is Good and 0,91 to 1 is Excellent.  

3. Results and concluding remarks

ICACOSU along the sections has the following trend: section 1 started with a Good range ending with Medium 

range (Mora and García, 2020), section 2 started with a Medium range ending in Bad range (Mora and García, 

2020), section 3 started with a Bad range ending in Very deficient range (Reyes and Hernández, 2021). 

Fucha river in section 1 has the greatest recovery capacity, because the river is not channeled there, and 

organizations such as the Vida Corporation has worked together with the Local Mayor's Office of San Cristobal 

to preserve and take care of the Fucha River's watershed. Fucha river in section 2 enters to location Antonio 

Nariño, it is channeled and begins to across the commercial area of the Restrepo neighborhood. The main 

problem here is from street dwellers (Leal, 2019). For this reason, Fucha River's watershed is full of waste. 

Sites like bays, bases of the pedestrian and vehicular bridges are perfect spaces for the accumulation of 

domestic waste (Leal, 2019). The homeless citizens living on the street along the river increase TC (0.00 

MPN/100 mL at point #1 to 9.59x107 MPN/100 mL at point #16). Fucha river in section 3 meets the industrial 

location Puente Aranda and Fontibón. It receives industrial effluents with a high content of organic matter 

(Reyes and Hernández, 2021), resulting in reduction of DO from 9.75 mg/L at point #1 to 0.17 mg/L at point 

#16. The river looses self-purification capacity within only 6 kilometers. Fucha river EC also increases (from 

13.75 µS/cm at point #1 to 547.0 µS/cm at point #16). TSS concentration also increases (20.17 mg/L at point 

#1 to 69.0 mg/L at point #16) due to the discharge of water from the canals San Blas, Albina, Río Seco and 

Comuneros. The quality standards are fulfilled at half of the points. For this reason, standards do not allow the 

fulfillment of the quality objectives to be met by 2020. It is also discouraging that the values proposed as 

quality objectives do not tend to preserve the river as a river but as a drainage channel. 

In conclusion, urban water needs an agenda of good water governance to formulate policies and strategies with 

real implementation. Stakeholder engagement needs data and information to improve policies, also following 

international policies like ODS6 and OECD. 
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ABSTRACT 

Sustainable water management is one of the major issues of our time, largely driven by climate change. The 

EU Horizon 2020 project Hydro4U contributes to solve this challenge by showing how decentralized small 

hydropower can be integrated into a forward-looking water management in remote areas, and how benefits can 

be created on different levels. The Uzbek Shakimardan enclave in Central Asia serves hereby as a study site. 

1. Introduction

Hydro4U is an EU funded project to demonstrate sustainable small-scale hydropower (SHPP) in Central Asia 

(Reisenbüchler et al., 2021). We demonstrate how SHPPs can contribute to solving the current and future 

challenges posed by the energy transition, but especially by climate change. Central Asia is a particularly 

challenging region. On one hand, there are already numerous conflicts about water, and on the other hand, 

studies indicate that climate change will hit this region particularly hard suggesting that air temperature will 

increase significantly over the next decades. It is obvious that this will have an impact on the water balance, 

and thus possibly exacerbate the conflicts (Siegfried et al., 2012). The following article introduces a 

demonstration site in Hydro4U and presents aspects from the Water-Food-Energy-Climate-NEXUS. 

2. The Shakimardan Demonstration site

2.1. Site description 

The remote area of Shakimardan is an Uzbek enclave surrounded by Kyrgyzstan in Central Asia. The enclave 

is located at an average altitude of 2764 m above sea level and includes the glacier-formed main channel 

Shakimardan River formed by the tributaries Koksu and Kara Kecheuu. The region is still very close to natural 

state, although downstream in Kyrgyzstan and Uzbekistan there are numerous weirs in the river and water is 

diverted and extracted. Together with the local company Uzbekgidroenergo, Hydro4U will build an innovative 

Francis-container power plant (approx. 2MW) in the Koksu River to supply the remote area with green energy. 

2.2. Hydrology and Climate Change 

Due to the expected change in temperature and thus hydrology, Hydro4U partner Hydrosolutions performed a 

detailed hydrological modeling. Thereby, historical data from Uzbek Hydromet archives could be used, which 

contains a time series of the monthly (mean-max) discharges from 1948 to 1998 of river Koksu. Thereby, clear 

trends are already recognizable (Fig. 1.a.), which indicate an increase of melt water as well as precipitation in 

the months May to October at Koksu river. Using data from the Chelsa project (WSL, 2022), for instance, an 

increase in air temperature (0.23°C to 5.9°C) and precipitation (760 mm/a to 804 mm/a), comparing the periods 

of 1981-2010 to 2071-2100, was predicted for this area (using SSP585, CMIP6). Incorporating different shared 

socioeconomic pathways (SSP), changes of the hydrological regimes were predicted and possible flow 

duration curves were determined – one of the most important design value for the sustainable layout – now 

and in the future – of the SHPP and the entire water management (Fig. 1.b.). 
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Fig. 1.a. Trends in mean monthly discharges from 1948 to 1998. Fig. 1.b. Historical and Future Flow duration Curves in Koksu River 

2.3. Water-Energy-Food-Climate NEXUS 

However, a sustainable impact is not only achieved with the construction of the SHPP. The implementation of 

the Shakimardan power plant allows the site to be studied with a forward-looking, transnational Water-Food-

Energy-Climate NEXUS approach. It is a concern to prevent transnational conflicts through the best possible 

transparency in water management. The water that is diverted upstream into the power plant, minus the 

ecological residual flow, is completely returned to the river downstream of the power plant and does not affect 

downstream sections. This process has already been communicated to the regional population in an extensive 

stakeholder process, and their concerns and needs have been considered thoroughly. This was especially 

necessary since many people in the region depend on water directly and indirectly. Figure 2 shows the 

downstream irrigation system and the irrigated areas. Hydro4U aims to anchor an online based solution for 

water planning and accounting, named Count4D (https://count4d.pythonanywhere.com/), to link the water 

consumers, e.g., irrigation sector with water providers. 

Fig. 2. Water Management in Ferghana region downstream of Shakimardan Enclave (left: irrigation network, right: irrigated areas). 

3. Conclusion

Decentralized small hydropower solutions in remote regions can contribute to the energy transition if they are 

sustainable. Hydro4U shows with the example of the demonstration site Shakimardan how this is possible. 

Based on hydrological modeling taking climate change into account, the future water balance could be mapped. 

The implementation of the hydropower plant is sustainably possible through ecological assessment and 

management including residual water management. Through stakeholder dialogues, awareness for water is 

raised and innovative approaches such as the Count4D tool are anchored in the region. 
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ABSTRACT 

This study aims to develop methods and strategies for integrating saving energy generation systems from 

Renewable Energy Systems (RESs) to manage port facilities. In addition, an infrastructure digitization policy 

has been implemented to optimize maintenance and energy efficiency processes to achieve ZED (Zero Energy 

District) in Lazio ports. Finally, a Digital Twin (DT) has been launched using the BIM (Building Information 

Modelling) and GIS (Geographic Information Systems) software to maximize the energy efficiency measures 

producing beneficial effects for the investigated area (Lazio port). 

1. Introduction

Ports can be considered as one of the highly energy-consumed facilities globally. Fossil fuel emissions from 

ports represent about 3% of the global Greenhouse Gas (GHG) emissions (Lindstad and Eskeland 2016). 

Recently, ports have begun to use Renewable Energy Systems (RES) to reduce fossil energy demand and GHG 

emissions (Gibbs et al. 2014). Firstly, the current activities in the port area need to be thoroughly reviewed, 

which play a crucial role in consumed energy (Woo et al. 2018). Leading to accurate and reliable targeting and 

planning data types, layers, land and marine parameters analysis can be considered the main bases for informed 

decision-making in the RESs ports sector. Data from Earth Observation (EO) open-source platforms including 

their integration with the Internet of Things (IoT) and low-cost sensors along with many software and machine 

learning methods and deep learning algorithms can be used to develop Digital Twin (DT) intelligent 

monitoring and design. In this case, DT models can improve the RES efficiency and stability in ports (Cumo 

2021,Agostinelli et al. 2021). Furthermore, an intelligent hybrid DT model based on open data and software 

can be used to manage and predict port facilities (Agostinelli et al. 2022). This is if geographical factors can 

affect the RES type and amount, and the familiarity level with the technology can be used for DT design and 

development (Agostinelli et al. 2022). Figure 1 shows the BIM models output in Lazio ports case studies. 

Fig. 1. Shows BIM models outputs of Lazio ports. 
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The RESs type concerning local/regional/national industrial activities directly affects the port performance, 

which can significantly increase their ports efficiency. The geographical location and RESs potential 

assessment analysis show that solar and wind energy are potentially durable in Lazio ports like other 

Mediterranean ports. Furthermore, the results show that the Lazio ports have good potential for installing solar 

PV panels, and also have an excellent ability for micro wind turbines installations. Figure 2 shows the BIM 

models outputs for PV and macro wind turbines installations in Lazio ports case studies. 

Fig. 2. Shows BIM models output of; A) the solar asphalt, and B) the micro wind turbines. 

BIM technology enables modelling and processes related to the building models production and analysis in 

different scenarios. BIM models provide the 3D outputs, and enable shareholders to use low-error data 

collection and sharing to optimize the process (Dixit et al. 2019). BIM technology also offers a range of easy, 

practical, operational and versatile tools in the construction industry stakeholders. The technology combines 

tools to improve BIM acceptance in construction renovation work based on a reciprocal information flow 

(Daniotti et al. 2020). BIM modelling can be considered an essential step in the DTs delivery journey. 

Moreover, using BIM models can be considered a process enabling to create and display digital displays in 

design, construction, and operation (www.buildingsmart.org). Hence, the basic need to update its intelligent 

evolution to connect information and ideas between all shareholders. BIM models and DT strategies have 

many similarities. These similarities can be attributed to having common principles such as: improving the 

user process vision and aligning shareholders and politicians (www.buildingsmart.org). 
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ABSTRACT 

1. Introduction

The term Watershed-Coast Systems (WACS), coined by Samaras and Koutitas (2014a), refers to the entities 

consisting of watersheds of rivers/natural streams and the areas adjacent to their outlets where sediment 

delivery from the upstream is critical for the balance of the coastal sediment budget, thus playing a key role in 

long-term evolution of coastal morphology. The study of such systems in a changing climate emerges as an 

issue of major concern nowadays, as the shift in climate pressures will affect both watersheds and coastal 

zones, and implications will extend from morphological to ecological and socio-economic ones, threatening 

ecosystems, cultural heritage, settlements, infrastructure, as well as human life. 

From this standpoint, the physical problem in question can be divided into four basic components: (A) climate 

change; (B) watershed dynamics; (C) coastal dynamics; and (D) integration of the Watershed-Coast System 

(Fig. 1). Components (B) and (C) have been studied in detail over the years; the last few decades so are (A) 

and the impact of (A) on (B) and of (A) on (C). Numerical models have been proven essential in the above, 

with various models and modelling systems currently available which are able to represent natural processes 

at different scales in space and time. However, the critical component (D) – which independently of (A) defines 

the essence of the WACS concept – has not been analysed to the extent one would expect to, considering its 

importance for coastal evolution modelling. 

2. Coastal morphodynamics and WACS: Concepts and Modelling

The evolution of coastal morphology has been studied extensively by many researchers, starting from purely 

theoretical concepts for the systemisation of empirical knowledge and observational understanding, up to entire 

methodological frameworks for the implementation of modelling tools of varying types and complexity in 

order to simulate natural and human induced geomorphic processes at different spatial and temporal scales. 

Nevertheless, even the works that stand out in literature (e.g. Cowell et al., 2003; Peckham et al., 2013; Payo 

et al., 2017) do present one or both of the following essential limitations when it comes to the study of WACS: 

(a) the not-integrated study of the terrestrial and coastal fields as an entity and (b) the scales in space and time

at which they have been successfully implemented. The first limitation has its basis in the –  admittedly

extremely complex – interplay between processes taking place in watersheds, coasts and the coastal zone. The

second limitation derives from considering how the aforementioned scales relate to actual case-studies of

importance for watershed/coastal management and engineering purposes.

Fig. 1. The physical problem in question. 
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Approaches that have attempted to overcome these limitations have been proposed by two groups:  by Samaras 

and Koutitas (2012, 2014a, 2014b), later adopted by Malara et al. (2020), and by the group led by Prof. 

Ranasinghe from IHE Delft (works from Ranasinghe, 2016 up to Bamunawala et al., 2021), who also suggested 

the term Catchment-Estuary-Coastal (CEC) for these systems. Both approaches present certain advantages and 

disadvantages; at this stage, it can be said that the second approach is better systematized and presented. 

3. Towards the integrated modelling of WACS for management and engineering purposes

Climate crisis and its observed impacts highlight the need for urgent action in order to mitigate and adapt to 

climate change in view of a dire future (IPCC, 2022). This action requires bold steps towards translating 

existing scientific knowledge into policy and practice, a task unlikely to succeed unless a pragmatic approach 

with focus on real-life applicability is followed. The coastal engineering community must rise to the challenge, 

as coastal zones – located at the land-sea interface and hosting about two thirds of the world’s population – 

will undoubtedly be at the forefront of all relevant attempts. 

In this context, the review presented in this work will first identify the critical issues that need to be addressed 

moving towards the integrated modelling of WACS for management and engineering purposes in a changing 

climate, and then evaluate relevant literature on the basis of these aspects. Figure 2 presents a general 

methodological framework for such an approach. The left part of this flowchart, especially regarding (A), (B), 

and (C), has been theorised by few other researchers to various extents. However, it is the incorporation of the 

right part of the flowchart that introduces many of the major challenges ahead. 

Accordingly, modelling approaches should be formed and/or evaluated based on the following: (i) inclusion 

of all four components described in Section 1 and Fig. 1; (ii) consideration of projected climate change-induced 

changes in management practices and engineering works in both fields (terrestrial, coastal) when defining 

future scenarios; (iii) applicability to scales suitable for watershed/coastal management and engineering 

purposes; (iv) adaptability to methods for addressing ecological/socio-economic implications and stakeholders 

engagement. The model validation aspect in panel (D) of Fig. 2 is also critical from a methodological point of 

view and will be further analysed.   

Fig. 2. General methodological framework for the integrated modelling of WACS morphodynamics in a changing climate 

(A, B, C, D with reference to Fig. 1; RCP: Representative Concentration Pathways; GCM/RCM: Global/Regional Climate Models). 
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ABSTRACT 

1. Introduction

Oil spills of any size have severe environmental, social, and economical consequences becoming a major 

hazard to world oceanic health in recent decades. The rise in global oil and gas demand, as well as the 

corresponding expansion in oil and gas production, particularly from coastal and offshore marine reserves, has 

greatly raised the potential of inadvertent oil leakage into the sea. In this work, we simulate a hypothetical 

accidental oil leak release in the North Aegean Sea, in the vicinity of the Dardanelles Strait, the main tanker 

route connecting the Mediterranean and the Black Sea. The hydrodynamics of the area have been described by 

Kokkos and Sylaios (2016). An operational oil spill model was used to assess the oil dispersive qualities and 

disclose the relative magnitude of weathering processes. The OpenOil transport and fate numerical model was 

used to run numerical simulations. Oil entrainment, vertical mixing, oil resurfacing, and oil emulsification are 

all part of this study, which combines algorithms with physical processes. The oil dispersion model was 

coupled to NOAA-GFS and CMEMS real-time met-ocean forecasts. Results focused on the description of oil 

droplets’ movement due to the wind/water circulation, but also on the distribution of oil mass balance and oil 

mass characteristics, such as oil patchiness. 

2. Materials and Methods

The OpenOil Model and Experimental Setup 

OpenOil is a newly-integrated oil spill transit and fate submodule (Röhrs et al., 2019) of OpenDrift, a python-

based, open-source code model (Dagestad et al., 2018). The discharged oil is represented by particles with 

individual parameters such as mass, viscosity and density, also known as Lagrangian elements. Model 

equations allow the transport of each particle towards its new location due to the established current, wind, 

and Stokes drift. The model includes algorithms with a variety of physical processes, including oil entrainment 

by waves (Li et al., 2017), vertical mixing owing to oceanic turbulence (Visser 1997), oil resurfacing due to 

buoyancy (Tkalich and Chan, 2002) and oil emulsification (Li et al., 2017). The model's physics are very 

sensitive to the specification of the oil droplet size distribution (Hole et al., 2019), based on the Stokes Law, 

i.e., sinking velocity is analogous to particle diameter. The oil properties of OpenOil are derived from the

ADIOS Oil database (Lehr et al., 2002), an open-source, python-written database including measured

parameters of nearly 1,000 different oil kinds.

In this study one scenario was investigated: the release of crude oil to the east of North Aegean Sea and the 

Dardanelles Strait. The time period for this simulation was 7 days, from 14 March at 00:30 to 21 March at 

00:30. The type of oil used was “ODA 2019”, with density 802.4 kg m-3 and viscosity 10 cPoise. Initially, 

approximately 1,000 oil particles were released and the initial radius of the spill was set to 2,000 m. The 

OpenOil model was coupled with real-time winds from NCEP/NCAR (National Centers for Environmental 

Prediction / National Center for Atmospheric Research) Reanalysis from NOAA GFS (Global Forecasting 

System). In addition, OpenOil was coupled with hydrodynamic data from CMEMS database (Copernicus 

Marine Environment Monitoring Service). 

3. Results

The experiment considers that the oil spill is released near the Dardanelles Strait, and thus, the oil spill will be 

affected by the Black Sea Water entering the North Aegean Sea with high speeds (Fig. 1a). During the time of 

the incident, the strong NE-SW surface current jet prevailed, with speeds ranging from 0.2 to 0.5 m/s (Fig. 1d). 

379



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

Oil particles were moved towards Lemnos, Aghios Efstratios, Sporades and Evia Islands (Fig. 1a). The wind 

speed in the area ranged from 2 to 11 m/s and was blowing from the ENE (Fig. 1d). At the end of the 7-day 

simulation, a significant portion of oil particles (~70%) has been beached along the coastline of Imbros, 

Limnos, Aghios Efstratios and the northern Dardanelles coastline. The remainder (~10%) appears at the sea 

area near Sporades Islands and Evia Island, and a small portion (~20%) has been beached along their coastline 

(Fig. 1a). Figure 1b shows that 20 hours after the initial oil release, approximately 40% of the mass was 

evaporated, 25% of the released oil mass was in the surface, 20% of oil particles were dispersed in the water 

column, approximately 10% of oil droplets were stranded along the coastline, almost 5% were submerged in 

the water column, and near-zero levels were biodegraded. Moreover, after 80 hours of simulation only the 

portion of oil particles being dispersed (~40%) and beached (~20%) increased. Oil properties changed over 

time as the oil mass balance evolves after oil release, as shown in Fig. 4c. For example, the dynamic oil 

viscosity remains nearly stable for the first 80 hours of simulation, reaching 100 cPoise, but rises again after 

the first 100 hours, up to the maximum dynamic viscosity value of 600-700 cPoise (Fig. 4c). Furthermore, the 

simulation demonstrates that, while the initial oil density was 800 kg m-3, it approaches 1,000 kg m-3 after the 

first 20 hours until the end of simulation (Fig. 4c). 

Fig. 1 (a) Oil spill simulation close to the Dardanelles Strait and North Aegean Sea at the end of 7-day simulation via OpenOil submodule. 

Green dots represent the initial positions of the oil elements, grey lines are their trajectories over time, and blue dots are the positions of oil 

droplets at the end of the simulation. Red dots represent elements which have been stranded, in other words, those that hit the shoreline. Time 

evolution of OpenOil model results, for (b) the oil budget and the relative impact of each physical and biochemical process; (c) the oil properties 

(mean and standard deviation of oil mass density and viscosity); (d) the prevailing wind and surface current speed, during the 7-day simulation 

period. 
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ABSTRACT 

In river water environments, concentrations of heavy metals (HM) are commonly at low range. This could be 

drastically changed by anthropogenic pressures, which includes industrial, agricultural and municipal sources 

(Grieshaber et al., 2018). Heavy metals are mobile and non-biodegradable, can be bio-accumulated and can 

cause harmful effects on animals and human health (Zhang et al., 2021; Xiao et al., 2021). Soil is the foundation 

of all agricultural activities. An intense agricultural activity belongs to the potential pathways of diffuse heavy 

metal transportation from soils to surface waters (Bur et al., 2009). According to Zhou et al. (2020) around 

40% of the world’s lakes and rivers are polluted by heavy metals, deriving from anthropogenic sources. The 

upper concentration limits of heavy metals in water are set by regional and national authorities (Karaouzas et 

al., 2021). 

The current work is part of the “Eye4water” research initiative, which seeks to improve water management in 

Eastern Macedonia and Thrace (EMT) area. The water quality of two EMT rivers, i.e., Lissos and Laspias, are 

under evaluation in the frame of this research project. Laspias torrent watershed is located in Xanthi Prefecture, 

Thrace District, North Greece (24°53΄E and 40°59΄N). Lissos torrent watershed is located in Rhodope County, 

Thrace District, North Greece (25° 31΄E and 41° 01΄N) (Figure 1).  

Figure 1. Laspias and Lissos torrent, EMT-R. 

The study of these rivers was initiated by their vulnerability to pollution from both point and non-point sources. 

The monitoring of these freshwater ecosystems was based on twelve sampling stations in Lissos river and 

seven stations in Laspias river, which are both influenced by various pollution sources (Figure 2). An industrial 

zone, various livestock units and a municipal wastewater treatment plant are the major point sources of 

pollution in Laspias river.  
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Figure 2. Sampling sites of (a) Laspias torrent basin and (b) Lissos torrent basin. 

On the other hand, agricultural runoff and discharge of wastewaters in the river are non-point sources of 

pollution (Gikas, 2017). In the Lissos watershed, the industrial park and the municipal wastewater treatment 

plant of the city of Komotini are the major point sources of pollution. However, the increasing agricultural 

activity in the region is the main cause of pollution in the watershed (Gikas et al., 2013). 

To evaluate potential heavy metal pollution in these rivers, samples were collected at various periods over the 

year. The first campaign for monitoring heavy metals in these rivers was conducted in June 2021. Heavy metal 

analysis was carried out through ICP-OES (Inductively Coupled Plasma - Optical Emission Spectrometry). 

The determination of heavy metals with ICP-OES is a rapid and accurate method in order to estimate possible 

heavy metals pollution in these freshwater ecosystems. During monitoring, twenty-two metals (Ag, Al, As, 

Ba, Be, Ca, Cd, Co, Cr, Cu, Fe, K, Mo, Na, Ni, Pb, Se, U, V, Zn, Mg, Mn) were analysed to assess heavy metal 

pollution. Interesting results regarding the water quality of these rivers were obtained. A total of nineteen and 

fourteen metals were detected in Lissos and Laspias river, respectively. Moreover, elements, such as Co, Mo, 

Pb, Se and V were detected in Lissos, but not in Laspias river. The highest metal concentrations were measured 

in samples affected by industrial activities.  

In Lissos river, Ag, Al, As, Ba, Ca, Co, Cr, Fe, K, Na, Pb, U, Zn, Mg and Mn were the main metals detected, 

as a consequence of extensive anthropogenic and agricultural activities. In Laspias river, Al, As, Ba, Ca, Co, 

Cr, Fe, K, Na, Ni, U, V, Zn, Mg and Mn were the major heavy metals identified. However, heavy metal 

concentrations were greater in Laspias than in Lissos river. For instance, Ba, which usually comes from several 

industrial activities, had an average concentration of 80 μg/L in Laspias river and was found two-fold that in 

Lissos river. Zn, which is included in high concentrations in phosphoric fertilisers (Wu et al., 2017) and can 

leach from agricultural soils to river water, was detected in Lissos at average concentration of 20 μg/L and in 

Laspias river at 30 μg/L. Cr was found high at one sampling station in both rivers, probably due to the presence 

of corrosion inhibitors and pigments, thus Cr at 30 μg/L in Laspias and at 10 μg/L in Lissos. Mn, which is 

abounding in nature in dissolved, colloidal and complex forms, and can cause surface and ground water 

pollution (Galvin, 1995), was detected in all Laspias stations and in seven out of twelve stations of Lissos river. 

However, higher Mn concentrations (> 130 μg/L) were determined in Lissos, as compared to Laspias (70 

μg/L). Ni, which can be found in pesticide formulations, was measured at only one sampling point in both 

rivers at concentration of 30 μg/L in Lissos and 50 μg/L in Laspias.  
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ABSTRACT 

Coastal zones are experiencing increased natural and human disruptions such as sea level rise, resource over-exploitation 

and coastal erosion. Waves, tides, winds, storms, sea level change, and human activities such as dams constructed 

upstream in rivers, all have an impact on coastal sedimentation and the geomorphologic processes of the shore. Satellite-

borne coastline extraction and detection of change rates over time are used in coastal zone monitoring of these impacts. 

The present study focuses in Strymonikos Gulf (North Aegean, Greece) examining and assessing the coastline erosion 

“hotspots” using historic satellite images from Sentinel 2 sensor, wave data from an in-situ buoy and Copernicus wave 

products. The erosional processes were interrelated to the incident wave power and the propagating wave direction, in 

conjunction to the concentration of suspended particulate matter (SPM) in Strymon river plume. 

Keywords:  Coastal processes; Shoreline evolution; Satellite image classification; Copernicus products (CMEMS); GIS 

analysis. 

1. Introduction

The coastal zone is a very dynamic geomorphologic system where changes occur at diverse temporal and 

spatial scales (Mills et al. 2005), mostly related to erosion, as a result of natural and/or anthropogenic activities 

(Gracia et al. 2018). Natural effects include shoreline interactions with incident waves, tides, storms, tectonic 

and physical processes and the sediment load transported from the watershed by rivers (Anh et al. 2021). 

Coastal zone monitoring is an important task for national/regional development and environmental protection, 

in which the assessment of the state of historic shorelines is important (Rasuly et al., 2010). Coastal authorities 

are faced with the increasingly complex task of balancing development and managing coastal risks. Integrated 

Coastal Zone Management (ICZM) provides a framework to resolve conflicts, mitigate impacts of short-/long-

term uses and support strategies for sustainable coastal management (Anfuso et al., 2011). The area was 

selected based on its high economic, archaeologic and aesthetic values and the potential vulnerability to coastal 

erosion and their exposure to climate change impacts.  

2. Study area

This study focuses on the shoreline of the Strymonikos Gulf, Northern Greece. The total length of the shoreline 

is about 42 km, covering the coastal zone from Olympiada to Kariani. The study focuses on two geographical 

sub-areas: a) the Asprovalta beach (around 12.5 km long); and b) the site of Orfani-Kariani coastal zone 

(around 9.8 km long). The areas are characterized by fine to very fine sands, separated by rocky peninsulas. 

3. Methodology

The shoreline movement analysis was carried out from 2016 to 2020 using Sentinel-2 satellite images with 10 

m spatial resolution. The methodology employed in this study entailed the process of shoreline delineation 

from historical satellite images by applying a semi-automatic classification process, allowing the identification 

of materials in an image according to their spectral signature. The new raster file was classified by applying 

the minimum distance classification algorithm. Moreover, in-situ collected wave data from an upward-facing 

ADCP deployed at 20 m depth and historic offshore wave time-series data at five data points, were retrieved 

from the reanalysis and forecast products of the Copernicus Marine Environmental Monitoring Service 

(CMEMS) for the same period. Wave data comprised the daily time-series of the spectral significant wave 

height (Hmo), the zero up-crossing wave period (To2) and the wave direction relative to the north (ϕo). A simple 

wave-ray model was used to transform the offshore wave characteristics into the wave characteristics at the 

breaker zone. All parameters were produced following the equations described by the Coastal Engineering 

Manual (U.S. Army Corps of Engineers 2008) (Demirbilek and Vincent, 2008). To estimate the SPM 
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concentration, the retrieved images were processed using the Sentinel Toolbox Development Platform (SNAP) 

v.8.0 software, which was based on the ESA BEAM repository, following the C2RCC algorithm. The C2RCC

processor has been developed for visually complex Case 2 waters, based on neural network technology, and

has been trained from a large database accounting for extreme sets of scattering and absorption properties.

4. Results

According to the methodology described above, identification of beaches vulnerable to coastal erosion was 

carried out. The Strymonikos Gulf is characterized by elongated beaches having morphology directly 

influenced by the sediment fluxes of the Strymon River. 

Figure 1. Left: Shoreline change rate (m/year) in Strymonikos Gulf; and Right: Suspended Matter Particles concentration in Strymon River 

estuaries for the time period 2016-2020. 

Several hotspots of coastal erosion are observed along the coastal zone for the time period 2016-2020, with 

average erosion rate of -1.8 ± 0.4 m/year and average shoreline movement of -3.6 ± 0.6 m. The higher erosion 

rates are observed in the zone attached on the west side of the port of Kariani (-4.5 ± 0.4 m/year). In Kariani 

the most frequent incident wave orientation is ESE and SE with wave heights up to 3.6 m and the mean incident 

wave energy is estimated ~239.93 J m-1s-1. Moreover, in Kariani the direction of incident waves affects the 

sediment transport, moving material from the south-eastern beaches to the north-western coasts. Additionally, 

the sandy long beach of Asprovalta is gradually eroded through the years. Significant shoreline retreat is 

observed at the eastern beach (about -0.5 ± 0.2 m/year). The beach is protected from high wave events, but 

appears exposed to SE waves, with an average height of 0.5 m, maximum height of about 2 m and mean 

incident wave energy about 100.79 J m-1s-1. Since the shoreline position is strongly related to the sediment load 

from Strymon River, intense shoreline retreat is observed when the annual SPM concentration load is reduced. 

5. Conclusion

The coastal erosional processes in the study area appear affected from the incident wave energy, the direction 

of waves propagation and the SPM fluxes exported from the Strymon river. The higher erosion rates 

correspond to periods of increased incident wave energy from directions favoring the longshore sediment 

transport and the SPM inflow into the gulf. The present study constitutes a successful effort to correlate coastal 

erosion rates produced by historic satellite images to the offshore wave data, the incident to the coast wave 

energy and the concentration of SPM assessed through Sentinel 2 satellite imagery.  
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ABSTRACT 

Chlorophyll-a (Chl-a) is one of the main biological parameters measured to assess the ecological status in 

aquatic systems. Remote sensing has been an effective tool for the systematic monitoring of water quality, 

recording surface Chl-a levels and gaining knowledge on eutrophication dynamics. In Sentinel 2 image 

analysis, the SNAP software and the C2RCC processor are being widely used for Chl-a assessment. However, 

in the highly productive, turbid and shallow coastal lagoons this algorithm fails to produce valid results and 

recalibration is needed. In-situ Chl-a concentration data sampled from the Nestos coastal lagoons and the 

respective reflectance values for bands 4-7 were imported in a Takagi-Sugeno neuro-fuzzy model to improve 

Chl-a assessment. Based on these results, the spatio-temporal variability of Chl-a concentration for Eratino 

lagoon (Nestos lagoon complex) was assessed to determine the current ecological status from 2015 to 2021.  

Keywords: chlorophyll-a, eutrophication, remote sensing, Takagi-Sugeno neuro-fuzzy model, Sentinel 2. 

1. Introduction

Consistent and cost-efficient monitoring in coastal ecosystems is essential, but in situ monitoring (e.g., water 

sample collection and laboratory analysis) is a time and money consuming method for estimating the quality 

of water on a regular basis. Satellite remote sensing is a feasible and cost-effective method to monitor water 

bodies when water quality over large regions has to be monitored with regular frequency. There is also the 

possibility to estimate water quality in non-accessible water bodies. However, passive satellite remote sensing 

depends highly on weather, like cloudiness, air mass changes, and sunlight conditions, which directly affect 

the quality and quantity of data. In parallel, the current algorithms for SPM and Chl-a concentration evaluation 

based on spectral reflectances, like the C2RCC for Sentinel 2, have been validated in the open sea environment 

of Case 1 (in which their inherent optical properties are dominated by phytoplankton, e.g., most open ocean 

waters) and Case 2 waters (containing coloured dissolved organic matter (CDOM) and inorganic mineral 

particles in addition to phytoplankton (Ansper and Alikas 2019, Soomets et al., 2020). However, the 

interference of (a) the shallow sea bottom reflection, (b) the sun glint and (c) the presence of non-algal particles 

on the optical signal (spectral reflectances) measured by satellites has not been adequately evaluated. Yu et al. 

(2020) developed a semi-empirical algorithm to correct Chl-a concentration observed by SPOT6 at the very 

shallow parts of Sanya Bay, China. In the present work, we attempt to recalibrate the C2RCC processor using 

in-situ Chl-a concentration data and the respective spectral reflectance values for the appropriate training of a 

Takagi-Sugeno neuro-fuzzy algorithm to correct the satellite-derived Chl-a values. 

2. Methodology

A series of Sentinel 2 historic satellite images were retrieved for the study area (Eratino lagoon, Nestos delta, 

Northern Greece) to cover the period from early 2015 to late 2021. Eratino Lagoon belongs to the Nestos 

complex, part of the East Macedonia and Thrace National Park. The area is protected by the Convention on 

Wetlands of International Importance (Ramsar Convention). It covers an area of 2.9 km2, about 5.9 km long, 

0.7 km wide and has a perimeter of 43 km. The mean depth of the lagoon is 0.8 m and the maximum depth is 

3.4 m.  

All Sentinel 2 images were retrieved from the L1C product containing reflectances with the same atmospheric 

correction. To derive the Chl-a concentration, retrieved images were processed by Sentinel Toolbox 

Development Platform (SNAP) v.8.0 software, using the C2RCC processor (Brockman et al., 2020). The 

C2RCC processor is developed for optically complex Case 2 waters. It is based on neural network technology 

and has been trained under extreme ranges of scattering and inherent absorption properties (IOPs). The C2RCC 
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results of Chl-a concentration was derived, after the provision of additional background data in parameters 

such as water surface salinity, elevation, ozone, water surface temperature and air pressure. Salinity and 

temperature values were used from previous in situ data and values of the surface ozone layer and air pressure 

data were retrieved from ERA5 model with 30 km spatial resolution. 

A database of 122 in-situ Chl-a concentration values, collected from the shallow parts of Nestos lagoons 

complex were associated with the respective reflectance values from bands 4 to 7 of Sentinel 2. 60% of data 

from the database were used for training the Takagi-Sugeno neuro-fuzzy model, 20% for model validation and 

20% for model testing. The model was implemented in Matlab 2022 utilizing the standard Adaptive Neural 

Fuzzy Inference System (ANFIS) algorithm. Initially, the fuzzification of input values (4 antecedents: 

reflectances at each band; 1 output: log(Chl-a)) through the general bell-shaped membership function and the 

grid partition method, led to the definition of membership values in the three fuzzy set (“low”, “medium”, 

“high”). Then, a series of multiple-input–single output fuzzy rules were applied of the form: if band1 is “LOW” 

AND band2 is “MEDIUM” AND band3 is “LOW” and band4 is “HIGH” then log(Chl-a) = f(band1, band2, 

band3, band4). Finally, the evaluation and weighting of the basic functions and the final evaluation of the 

output Chl-a value were followed in the defuzzification step. Model testing error analysis exhibited the 

following metrics: Mean Squared Error = 0.000018; Root Mean Squared Error = 0.00418; r2 = 0.996. Using 

this neuro-fuzzy model all Sentinel 2 Chl-a data were corrected for Eratino lagoon. 

3. Results

Figure 1 illustrates the Chl-a concentration distribution for 19 July 2021, as derived by applying the C2RCC 

processor (left panel) and the neuro-fuzzy model (right panel). C2RCC processor estimated high Chl-a values 

ranging from 15-30 μg/l. The highest values were found at the northern and eastern parts of the lagoon. The 

lowest values (close to zero) were estimated at the freshwater inflow stream, at the northern part of the basin. 

As this instream supplies nutrients from agricultural runoff, Chl-a values were expected to be high. The Chl-a 

values adapted after the neuro-fuzzy model application were significantly lower (up to 3 μg/l). The neuro-

fuzzy model seems to capture the expected higher values at the instream flow (reaching 30 μg/l). 

Fig. 1. Spatial evolution of Chl-a in Eratino lagoon (19/07/2020) derived using a) the C2RCC processor and b) the neuro-fuzzy model. 

4. Conclusions

In this work, a neuro-fuzzy model was developed to correct the observed by the Sentinel 2 satellite Chl-a 

values. The algorithm was implemented at Eratino Lagoon (Northern Greece), giving satisfactory results. 
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ABSTRACT 

We apply the CORMIX model to simulate the behavior of the Suspended Particulate Matter (SPM) plumes 

that are released into the water column during dredging for the installation of the EAST-MED POSEIDON 

Natural Gas Pipeline. We performed calculations in 4 investigation areas that included two flow conditions for 

the minimum and maximum flow velocities and 32 sensitivity analysis scenarios to investigate the effect of 

current velocity near the bottom and the composition of sediments. Calculations showed that for all scenarios 

the SPM plumes are characterized by strong buoyancy being classified in CORMIX as flow class NV2. 

Calculated Suspended Sediment Concentrations (SSC) at distances shorter than 20 m from the discharge 

location are generally lower than the threshold value of 35 mg/L, while at distances longer than 50 m SSC 

range from 0.8 to 18.2 mg/L for the maximum current velocity and from 0.0 to 7.6 mg/L for the minimum 

current velocity. 

1. Introduction

During dredging operations, sediment particles are removed from the seabed and released into the water 

column as SPM. The SPM forms a plume that is transported away from the dredging site by water mass 

circulation following a path that consists of 3 zones: initial mixing, near-field and far-field. The excessive 

increase of SPM in coastal waters caused by dredging is considered as a pollution event and the most important 

of the likely effects is the enhanced turbidity and sedimentation; the changes in SSC values is the most 

important parameter that is determined by sediment diffusion model to quantify the changes in turbidity. 

In the present work, we estimate the impacts caused to marine environment during the construction phase of 

the landfall sites in Crete (LF2), Peloponnese (LF3) and Patraikos Gulf (LF4 and LF5) using the CORMIX 

model that was developed in part through cooperation with the US EPA, the US Army Corps of Engineers, 

and the US Bureau of Reclamation (USEPA, 1999). 

2. Materials and methods

We applied the CORMIX model to estimate the behavior of the SPM plumes and the spatial distribution of 

SSC. The input data included (1) dredging characteristics (type of dredger; capacity of dredger; cycle time; 

output of dredger), (2) sediment characteristics (density and classes), (3) ambient characteristics (temperature; 

salinity; background sediment concentration; density; flow velocity near the bottom and at the surface), and 

(3) site and discharge characteristics (sediment mass released; sediment plume concentration; sediment plume

density; sediment plume discharge; discharge velocity; sediment plume area; shore Location; distance to

shoreline; water depth; bottom slope; vertical angle of discharge; horizontal angle of discharge; discharge

height above channel bottom; and water depth at the source of the plume). We obtained the data from field

surveys, the relevant literature and practical experience. We performed calculations in the 4 investigation areas

LF2, LF3, LF4 and LF5 that are shown in Figure 1 for two flow conditions that correspond to the minimum

and maximum flow velocities, which were determined based on data obtained from the Copernicus Marine

Environment Monitoring Service (CMEMS). Additionally to these 8 scenarios, we performed calculations for

32 sensitivity analysis scenarios to investigate the effect of current velocity near the bottom for values ranging

from 0.50 to 0.90 m/s and for various compositions of sediments.
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Fig. 1. Locations of the 4 investigation areas LF2, LF3, LF4 and LF5 (Source: Google Earth). 

3. Results and discussion

In all calculation scenarios, the SPM plume is characterized by strong buoyancy and the SPM plume is 

classified as the flow class NV2 in CORMIX system (Doneker and Jirka, 1991). Initially, the flow of the 

sediment plume is dominated by the upward plume momentum (jet-like); the axis of the plume rises to a 

maximum height, being weakly deflected by the ambient current. Then, the plume is strongly affected by 

gravity and rapidly falls downwards and impinges on the sea bottom; the impingement angle ranges from 20.2o 

to 32.5o for the maximum current velocity, while it is constant (approximately equal to 57o) for the minimum 

current velocity. The length of the near field region ranges from 6.7 m to 13.5 m for the maximum current 

velocity and it is almost constant (175.0 m) for the minimum current velocity. After impingement, the flow 

laterally spreads across the ambient flow in the downstream direction, its half-width (BH) is steadily increasing 

and its thickness (BV) is decreasing. At the end of the near field region, BH ranges from 12.4 m to 26.0 m for 

the maximum current velocity, while for the minimum current velocity it is almost constant and approximately 

equal to 350.0 m; moreover, BV for the maximum current velocity ranges from 0.9 m to 1.4 m and for the 

minimum current velocity it is approximately equal to 0.28 m. The mixing rate is relatively small in all 

scenarios; thus, the dilution at 1200 m downstream of the discharge location is also small ranging from 3.3 to 

3.9 for the maximum current velocity, while it is constant and equal to 4.7 for the minimum flow velocity. 

Thus, the worst conditions are those for the maximum current velocity. Table 1 summarizes the values of the 

SSC in the water column at various distances from the discharge location (x=0). 

Table 1. Suspended Sediment Concentrations (mg/L) in the water column 

Site LF2 LF3 LF4 LF5 

x(m) Max Min Max Min Max Min Max Min 

10 6.8 21.6 14.6 115.1 38.8 147.0 35.0 153.1 

20 4.7 2.5 6.2 13.2 27.7 23.3 23.7 36.7 

30 3.1 0.0 3.4 0.0 23.1 8.2 18.2 7.4 

50 1.2 0.8 18.2 7.6 13.1 5.4 

100 0.1 0.0 15.2 5.4 10.4 3.9 

150 0.0 13.9 4.4 9.6 3.1 

300 10.7 2.0 7.8 2.3 

4. Conclusions

At distances shorter than 20 m from the discharge location, the SSC values for the maximum current velocity 

are lower than the threshold value of 35 mg/L for all sites. For the minimum current velocity, the corresponding 

concentrations are lower than the threshold value of 35 mg/L with the exception of the site LF5 at which the 

SSC is slightly higher than the threshold value (36.7 mg/L). At distances longer than 50 m from the dredging 

location, SSC range from 0.8 to 18.2 mg/L for the maximum current velocity, while for the minimum current 

velocity, the corresponding concentrations range from 0.0 mg/L (at sites LF2 and LF3) to 7.6 mg/L. 
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ABSTRACT 

Reduction of water losses in Water Distribution Networks (WDNs) is a crucial task for all water agencies and 

experts, as the lost water remains unbilled undermining their environmental footprint and financial viability. 

This work focuses on the development of an innovative framework that combines statistical clustering 

approaches and hydraulic modeling principles, for robust estimation of water losses and optimal partitioning 

of the historical center of the city of Patras into Pressure Management Areas (PMAs), without undermining 

the overall hydraulic resilience of the network. 

1. Introduction

The most common approach for water loss estimation in Water Distribution Networks (WDNs) is that of the 

Minimum Night Flow (MNF). The latter is based on the concept that human activity during late night and early 

morning hours is minimal and, thus, the volume of water entering the WDN is mainly associated with leakages. 

Control of water losses can be effectively accomplished by partitioning the WDN into pressure management 

areas (PMAs), as a means of reducing the inlet pressure to the lowest permissible limit that meets the 

requirements set by the consumption/demand. In a previous work, Serafeim et al. (2021) developed a 

probabilistic approach based on statistical metrics, which estimates the MNF as the overall average of the most 

probable states of the night flow during the low consumption period of the year. Recently, Serafeim et al. 

(2022b) developed a search algorithm for WDN partitioning into PMAs based on a hierarchical clustering 

approach (see e.g. Hosking and Wallis, 1997). This work presents an application of the two developed 

approaches to the historical center of Patras (the most populous city in western Greece) aiming at the optimal 

partitioning of the existing PMA into smaller ones, without undermining the hydraulic resilience of the region. 

2. Area and Data

In the analysis that follows, we use consumption (billed and unbilled) and flow-pressure data from PMA 

Kentro (see Figure 1.a), which includes the historical center of the city of Patras. PMA Kentro consists of more 

than 62 km of pipeline (mainly HDPE and PVC pipes), covers an area of 1 206 867 m2, and serves 

approximately 14 000 consumers (based on data from the Hellenic Statistical Authority and the Municipality 

of Patras), which correspond to more than 16 000 active hydrometers (see Serafeim et al., 2022a). 

3. Methodology

3.1. Minimum Night Flow estimation 

We estimate MNF as the ensemble mean, �̅�𝑙𝑚𝑜𝑑 , of the lowest modal values 𝑄𝑙𝑚𝑜𝑑
(𝑗)

observed during the night 

hours of different days j in the low consumption period of the year, using Eq. 1. 𝑄𝑙𝑚𝑜𝑑
(𝑗)

 denotes the lowest 
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modal value of the empirical probability density function (PDF) of observed flows within the night hour range 

of day j (j = 1, 2, …, n), and n is the number of days. 

�

1

1
MNF :

n
(j)

lmodlmod

j

Q Q
n =

= =  (1) 

After estimating the MNF for a selected PMA, we decompose it to net night flow, which equals the leakage 

rate during night hours, and users’ night consumption, which can be both authorized and unauthorized, using 

the billed and unbilled consumption data (for more details, see Serafeim et al., 2022a). 

3.2. Hierarchical Clustering and PMA partitioning 

The developed algorithm: a) groups the computational nodes into homogeneous clusters in terms of calculated 

pressure heads, b) distributes the total water loss spatially based on the estimated pressures, and c) repeats 

steps (a) and (b) till convergence to an optimal configuration that does not undermine the hydraulic resilience 

of the network (for more details see Serafeim et al., 2022b). 

Fig. 1. Nodal pressures and water velocity results for PMA Kentro before (a) and after (b) partitioning. 

4. Results -Discussion

Using the Serafeim et al. (2022a) MNF approach, the leakage rate for the original configuration of PMA Kentro 

(Figure 1.a) was estimated to be 76.8 l/s, which was reduced by approximately 15% (i.e. to 65.3 l/s) after 

applying the suggested partitioning (Figure 1.b). This reduction, which corresponds to approximately 67 000 € 

of annual savings, was achieved without altering the overall hydraulic resilience of the network, and/or the 

minimum pressures found at critical nodes of the pipeline grid. 
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ABSTRACT 

In this work, we model the response of cyanobacteria abundance to variations in lake Total Phosphorus (TP) 

and Total Nitrogen (TN) concentrations, using a data set from 822 Northern European lakes. We divide lakes 

in 10 groups based on their physico-chemical characteristics, following a modified lake typology defined for 

the Water Framework Directive (WFD). This classification is used in a Bayesian hierarchical linear model 

which employs a probabilistic approach, transforming uncertainty into probability thresholds. The hierarchical 

model is used to calculate probabilities of cyanobacterial concentrations exceeding risk levels for human health 

associated with the use of lakes for recreational activities, as defined by the World Health Organization 

(WHO). Different TN and TP concentration combinations result in variable probabilities to exceed pre-set 

thresholds. Our objective is to support lake managers in estimating acceptable nutrient concentrations and 

allow them to identify actions that would achieve compliance of cyanobacterial abundance risk levels with a 

given confidence level. 

1. Introduction

Bayesian hierarchical models can combine prior and data-driven knowledge both from multiple groups of lakes 

and from lakes of the same group to make predictions for a single lake belonging to a specific group. In other 

words, the hierarchical approach moves one step further from the classical “grouping” approach by considering 

the effects of the ensemble of lakes on predictions. The Bayesian modelling framework, which is based on 

probability distributions is very suitable for the analysis of cyanobacteria blooms, as they are rare events with 

high uncertainty. The method has been used extensively in the past with convincing results; however, the 

method has not been used for prediction of cyanobacteria abundance. Here, we use a multi-lake data set of 822 

Northern European lakes and evaluate trends in Cyanobacteria Biomass (CBB) using nutrient concentrations 

as predictors. Results are implemented for analyzing lake CBB concentrations according to the three risk levels 

associated to human health for recreational activities (Low—CBB ≤ 2mg/L; Medium—CBB between 2 and 

10 mg/L and High—CBB > 10mg/L), as defined by the World Health Organization. 

2. Materials and Methods

2.1. Categorizing lakes into groups 

The chosen lake classification is very similar to the one used by Malve and Qian (2006) and included 10 

groups, modifying lake types to fit the availability of data in our dataset. The grouping of lakes was determined 

by mean depth, humic type, and surface area.  

2.2. Bayesian hierarchical linear regression model 

The hierarchical modelling approach implemented in this work is shown below: 

𝑦𝑖𝑗𝑘  ~ 𝑁(𝑋𝛽𝑖𝑗 , 𝜏2) (1) 

𝑋𝛽𝑖𝑗 =  𝛽0,𝑖𝑗 +  𝛽1,𝑖𝑗 ∗ 𝑇𝑁𝑖𝑗𝑘 +  𝛽2,𝑖𝑗 ∗ 𝑇𝑃𝑖𝑗𝑘 (2) 

𝛽𝑖𝑗 ~ 𝑁(𝛽𝑖, 𝜎𝑖
2) (3) 

𝛽𝑖 ~ 𝑁(𝛽, 𝜎2) (4) 

𝛽 ~ 𝑁(0, 10000) (5)
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𝜎𝑖, 𝜎 ~ 𝑔𝑎𝑚𝑚𝑎(0.001, 0.001) (6) 

𝜏 = 𝑢𝑛𝑖𝑓(0, 100) (7) 

where, yijk is the kth observed CBB value from lake j in group i. X is the model matrix consisting of observed 

TN and TP values from lake j in group i, βij = [β0,ij, β1,ij, β2,ij] is the lake-specific linear regression model 

parameter vector which includes the intercept (β0,ij) and the slopes for TN (β1,ij) and TP (β2,ij), τ2 is the model 

error variance, βi = [β0,i, β1,i, β2,i] is the vector of model parameter means for lake group i, 𝜎𝑖
2 = [𝜎0,𝑖

2 , 𝜎1,𝑖
2 , 𝜎2,𝑖

2 ] is

the vector representing the variance of model parameters among lakes belonging to group i, while β = [β0, β1, 

β2] and 𝜎2 = [𝜎0
2, 𝜎1

2, 𝜎2
2]are the means and variance among groups, respectively.

3. Results and discussion

The Bayesian hierarchical linear regression model calculates lake-specific probabilities of CBB concentrations 

to exceed the two health risk levels for recreational use, under different TP and TN concentrations. Enabling 

lake managers to define combinations of TP and TN concentrations that will result in exceedance risk levels 

for pre-defined thresholds appropriate for each ecosystem can lead to optimal monitoring schemes and can 

minimize uncertainty associated with each lake ecosystem. In Fig. 1, we show the contour diagram of the 

exceedance probability response surface for all percentiles, for the 2 mg/L threshold. For a lake eutrophication 

management scheme, the lake manager can identify the risk level that (s)he wants to operate under. If a 90% 

risk level is chosen, then the combination of TN and TP concentrations that correspond to the 90% line in Fig. 

8 signify the concentrations that give a 90% probability to exceed the 2 mg/L threshold. For a lower risk level, 

lower TN and TP concentrations are required. Alternatively, if TN and TP concentrations in the lake are 

measured under a monitoring scheme, or if criteria for TN and TP are set by the European Water Framework 

Directive or a relevant authority, the lake manager can have an estimate of what the risk level is to exceed the 

2 mg/L threshold. To show how this might work, in Fig. 8, we plot the observed combinations of TN and TP 

concentrations for lake Engelsholm Sø along with the corresponding CBB concentrations. With red font, we 

show the CBB concentrations that exceed the preset thresholds, and we see that indeed all high CBB 

concentrations appear in the area that is above the 97.5% exceedance line. Only a few high CBBs are found 

on the risk level lines 25% and higher, while there is no “red font” in the “safe” area under the 2.5% risk line. 

Fig. 1. Contour plot showing TN and TP concentrations and associated risk of exceedance for CBB concentrations of 2 mg/L. 
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ABSTRACT 

Hydraulic manifold usually consists of one relatively large pipe, in which there are numerous junctions with 

small pipes, usually relatively closely spaced, all allowing flow from the main pipe. The flow in dividing 

manifolds is a spatially varied flow and it is traditional analyzed as steady flow with different considerations 

of the two opposing forces known as friction and momentum. This work shows current past studies of 

manifolds based on Bernoulli, continuity and momentum equations and describes different general 

mathematical model for computing flows in manifold systems considering energy losses in different ways, 

whether friction is or is not considered and whether junction losses are or are not considered. The non-

dimensional parameters affecting the flow distribution are identified, as well as comparison between models 

in different flow regimes: (1) equilibrium (2) momentum dominant (3) friction dominant and (4) momentum-

friction reciprocity. For a special case, it presents an analytical solution and numerical simulations using 3D 

Finite volume methods, which are compared. Analytical solution is of great interest for most practical cases in 

hydraulic engineering. However, when kinetic energy is important, it may lead to some deviation. 3D 

numerical models results are fair. 

1. Introduction

Manifold flow has several kind of applications as in irrigation systems, ventilation and refrigeration, fire 

sprinkler systems, submarine diffuser as part of a wastewater dispersal operation or large locks on navigable 

waterways. The optimal distribution of fluid throughout the equipment and the efficient of manifold system is 

of paramount importance as the flow mal-distribution can result into increased pressure drop, creation of dead 

zones or hot spots, back-mixing and in the case of industrial applications reduced heat or mass transfer and 

thermal induced failures. 

Although manifold can be attributed to dividing, combining, parallel and reverse flow, in this work we will 

focus on a pipe dividing flow. Two opposing forces known as friction and momentum are usually considered, 

the friction tends to produce a pressure drop whereas loss of momentum due to deceleration of the fluid through 

branching in the manifold results in a pressure rise. 

2. Analytical Solution

Consider a manifold pipe of a constant diameter D  and length L  having an equally-spaced circular exit ports, 

all of the same diameter d  (Fig. 1). The manifold is connected upstream to a tank or a reservoir under a total

head H and the downstream end of the main is a dead end. The exit flow from each port of circular section is 

done by Eq. 1. 

ghSCq d 2= (1) 

where ( )xqq =  is the flow rate of exit ports along the manifold, ( )xhh =  the driving head which is the vertical

distance from the centreline of port to the local hydraulic grade line above that port (Fig. 1), S  the cross-

section area of the exit port, g  acceleration due to gravity and 
dC  is the discharge coefficient taking account 

of different energy losses through the orifices port and eventually lateral small pipes. Here in Eq. (1), the flow 

from the lateral ports is presumed to exit as a jet into the atmosphere. Considering an infinite number of exit 

ports spaced of an infinitesimal distance dx , the elementary head loss dJ along the manifold can be expressed 

by Darcy-Weisbach equation. According to Bernoulli’s theorem, conservation of the total energy along the 

manifold requires the following equality:    

394

mailto:ritalmfc@dec.uc.pt


DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

J
gA

Q
hH x ++=

2

2

2
 (2) 

with 42DA = denoting the manifold cross-section area. Differentiating Eq. (2) with respect to the streamwise 

x-coordinate and neglecting kinetic energy effect (convective acceleration) and combining those concepts and

after some simplifications, it can be obtained:

0

2

=







+  dxhKC

dx

dh
L

x

  (3) 

which is a non-linear first-order differential equation due to the varying coefficients K  and C that governs the 

manifold problem. 

3. Numerical Model

OpenFOAM® is a widely used open source C++ toolbox, which includes different solvers, tools and libraries 

that can be used to solve any Partial differential equation as Navier-Stokes equations / Reynolds-Averaged 

Navier-Stokes (RANS) equations governing the motion of the 3D incompressible and isothermal flows in (Eq. 

(1) to (2)):

∇ ∙ 𝑢 = 0 (1) 

𝜕𝜌𝑢

𝜕𝑡
+∇ ∙ (𝜌𝑢𝑢) = 𝑔 − ∇𝑝 ∗ +𝜌𝑔 + ∇ ∙ 𝜏 (2) 

where 𝑢 is the mean velocity vector, 𝑝 ∗ is the modified pressure adapted by removing the hydrostatic pressure 

from the total pressure, 𝛼 is the VOF function, 𝑡 is the time, 𝜌 is the fluid density, 𝑔 is the acceleration due to 

gravity, 𝜏 is the shear stress tensor. Simulations require a detailed 3D model of the geometry that was 

constructed by coordinates to define the bottom and the structure using Salome to represent it through a stl 

(“stereolithography”) file, to be used in OpenFOAM® snappyHexMesh tool to built a mesh in a parallelepiped 

cutted by the stl (Fig 1).  

4. Example

In order to verify accuracy of the present analytical solution, a comparison is performed on an example taken from 

Yıldırım (2007). Then characteristics are changed and analytical and numerical solutions are compared. Figure 1 shows 

the scheme, the numerical results and the superimposed graphs for pressure and flow obtained by analytical 

and numerical results. 

a) b) 

Fig. 1. Manifold model: a) Scheme; b) example of numerical solution for 10 holes. 

5. Conclusions

In the present paper a simplified dividing manifold flow problems is presented and modelled. For seek of verification and 

validation, a comparison with available data from Yıldırım (2007). was performed. Then, different parameters related 

with energy dissipation characteristics were changed and differences between analytical and numerical solutions rise 

when those effects become more important. 

Acknowledgements 

FCT (Portuguese Foundation for Science and Technology) through the Project UID/MAR/04292/2020, financed by MEC (Portuguese 

Ministry of Education and Science) and FSE (European Social Fund), under the programs POPH/QREN (Human Potential Operational 

Programme from National Strategic Reference Framework) and POCH (Human Capital Operational Programme) from Portugal2020. 

The authors also acknowledge the Laboratory for Advanced Computing at University of Coimbra for providing HPC, computing. 

References 

Yıldırım, G. (2007). Analytical relationships for designing multiple outlets pipelines. Journal of irrigation and 

drainage engineering, 133(2), 140-154. 

395



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

FIWARE-enabled smart solution for the optimal management and operation of 

raw-water supply hydraulic works 

Panagiotis Kossieris1, Christos Pantazis1, Vasilis Bellos1,2 and Christos Makropoulos1 

1 National Technical University of Athens, School of Civil Engineering, Department of Water Resources & 

Environmental Engineering, emails: pkossier@mail.ntua.gr, xpanta@outlook.com, vmpellos@mail.ntua.gr, 

cmakro@mail.ntua.gr 

2 Democritus University of Thrace, Department of Environmental Engineering, Greece 

email: vbellos@env.duth.gr  

ABSTRACT 

Raw-water supply systems are characterised by high complexity and large-scale nature, since they are typically 

composed of a variety of interconnected hydraulic works. The optimal management and operation of such 

systems is undoubtedly a key priority, and at the same time, a challenge, for any water utility. In the era of 

digital transformation, the development of standardized and interoperable solutions that allow seamless 

integration of tools and models (usually developed by different providers), along with the existing network of 

sensors (usually installed by different vendors), is of paramount importance towards a holistic and integrated 

management of such complex systems. In this work, we showcase a first attempt to develop such an 

interoperable digital solution for the management of the external raw-water system that serves the city of 

Athens (Greece). Specifically, we build around FIWARE, a standardization framework supported by the 

European Connecting Europe Facility, to develop a FIWARE-enabled web platform that integrates a great 

number of flow and quality sensors, and supports system operators in decision making via innovative models 

and analytics. 

1. Introduction

To support water utilities in the management and operation of the complex raw-water supply systems, a 

plethora of models, services and tools are required. Typically, these services are being developed as standalone 

applications, tied tightly to the peculiarities of the problem and sub-system in focus, built on top of isolated 

information systems, and without any provision for integration with other, new or existing, tools and data 

sources. A possible remedy to this fragmentation is data standardization, since it provides the means for the 

seamless integration of different services and data sources, which will lead eventually to a more integrated and 

holistic management of the complex and large-scale water systems (Makropoulos & Savić, 2019). An ever-

growing development in the realm of data standardization is FIWARE (FIWARE, 2022), a curated framework 

of open-source platform components and standardization protocols, supported by the European Commission, 

which aim to accelerate the development of smart solutions. The cornerstone of FIWARE is the Context Broker 

(CB) that supports the management of context information, enables context updates and allows access to the 

context information in a standardised way. This is achieved via a simple yet powerful Application 

Programming Interface API, currently aligned with the NGSI-LD standard (NGSI-LD, 2021), by the European 

Telecommunications Standards Institute (ETSI).  

2. A Fiware-enabled smart solution for the raw-water conveyance system of Athens

2.1. The external raw-water conveyance system of Athens 

The external conveyance system that serves the metropolitan area of the city of Athens (Attica, Greece) is one 

of the largest and more complex in Europe and worldwide, composed by an extensive system of aqueducts of 

total length greater than 495 km. Across the conveyance system, a large number of hydraulic structures exist 

to regulate flow and store raw-water near Athens, along with stilling basins for energy dissipation and hydro-

power stations for energy productions. In this work, we focus on the open-channel aqueduct of “Mornos 

channel”, which is one of the most important parts of the system with a total length of 131 km, conveying 

water from the western regions of Greece to the four water treatment plants of Athens. The management of the 

system is conducted via an extensive network of sensors, which monitor, on real-time basis, water quality 

parameters (i.e., temperature, turbidity and conductivity), the hydraulic conditions (discharge and water level) 

and the operation of hydraulic works (e.g., sluice gate openings). The sensors have been installed from different 

vendors over the years, leading inevitably to the development of independent proprietary information systems 
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that co-exist within the water utility. In this context, the integration of different legacy systems (i.e., sensors, 

data streams, data management and visualization platforms, algorithms) into a single digital solution with 

interoperable and portable capabilities is of high practical interest to facilitate the management of the system. 

2.2. A FIWARE-enabled web platform for optimal raw-water management 

To integrate the different data sources of the system under study into a common information system, a fully 

operational FIWARE-enabled digital solution has been developed. The cornerstone of the solution is a fully 

functional and easily extendable CB that currently integrates data from more than 50 sensors, along with static 

information of the conveyance system (e.g., location of sensors, length of aqueducts, characteristics of 

hydraulic structures). This enables any third-party FIWARE-compliant application, model and tool to obtain 

access to this data using NGSI-LD standardization protocols in a straightforward and interoperable way. 

Taking advantage of the integrated data sources, a new FIWARE-compliant web platform has been developed 

to support the operators to process, analyse and visualise data from different sensors, allowing the combined 

monitoring of flow and quality characteristics of raw-water via a single web portal, on real-time basis. The 

platform has been based on Nessie technology, an information system developed in the National Technical 

University of Athens, for the collection, process, analysis and visualization of high-resolution data from 

sensors. The dashboard of the web platform developed is presented in Fig. 1.  

Fig. 1. Web platform for the real-time monitoring and management of raw-water system of Athens. 

On top of this, a series of analytics have been developed and integrated with the platform to support operators 

in decision making towards the optimal management of the conveyance system. The first analytic provides 

advice on the optimal openings of sluice gates to establish specific flow conditions in the conveyance system. 

It is based on grey-box approach that combines physics-driven equations to model flow through sluice gates 

and over spillways, along with data-driven techniques for parameter estimation and data reconciliation (Bellos 

et al., 2022). The second analytic concerns quality aspects of raw-water and provides early-warnings for high 

turbidity events along with forecasts for the level of turbidity at the downstream parts of the system, given 

turbidity of raw-water upstream. To accomplish this, a deep neural network was developed to simulate the 

highly non-linear and noise behaviour of turbidity. The third analytic is a dynamic regression model that 

provides forecast of the next-day water supply volumes, to enable support operators to regulate the flow in the 

channel accordingly. The three analytics have been integrated with the FIWARE-enabled solution and are 

available to the end-users via the dashboard of the web platform.  
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ABSTRACT 

We develop optimally the new water supply network of Livadia village in Tilos Island using the EPANET 

model.  This optimal EPANET network, which involves 3 pressure reducing valves, 7 isolating valves, 3 

flowmeters and 7 pressure gauges, faces the significant problem of high pressures of the existing network that 

causes damages and failures, and sets the basis of the Smart Platform for the systematic monitoring and control 

of the hydraulic and energy behavior of the water supply network of the Municipality of Tilos. 

1. Introduction

Water supply networks in Greek islands face multiple challenges, such as freshwater seasonal availability, 

water quality issues, aging of infrastructure and, often, excessive energy demand. Such challenges threaten 

their economic efficiency, long-term sustainability, and resiliency, given that they become more and more 

intense due to the effects of climate change. The project DarWEN aims at the development of a Smart Platform 

to deal with the above-mentioned threats, and furthermore, optimize the efficiency of water and energy systems 

via a holistic approach that is applied in Tilos Island. This approach involves the development of a Smart 

Platform for the systematic monitoring and control of the hydraulic and energy behavior of the water supply 

network of the Municipality of Tilos. In this work, we present the basis of the Smart Platform that is the 

hydraulic model of the proposed new water supply network of the Livadia village.    

2. Materials and methods

We used the hydraulic model EPANET (Rossman, 2000) and based on data from the final design of the 

network and field measurements that we performed within the present study, we developed the model of the 

existing water supply network of Livadia village that is shown in Figure 1; it consists of 3 wells (Mikro Chorio, 

Athymies and  Fraktis), a spring (Potamos), a small collecting tank, two tanks, a break pressure tank (BPT) 

and the distribution network.  

3. Results and discussion

A major problem of the existing network is the very high static pressures that often exceed the permissible 

maximum value of 60 m causing network damages/failures. To detect the locations of high pressures, we 

performed calculations of the existing network, which showed that pressure exceeds 60 m in 372 of the totally 

373 consumption nodes, it exceeds 110 m in most of the nodes, and its maximum value is equal to 122.5 m. 

Then, we divided the network in 3 pressure zones based mainly on ground elevations and performed 

calculations for various scenarios - combinations of isolation and pressure reducing valves - to configure the 

new optimal distribution network that involves the minimum number of valves. For this optimal new network, 

which involves 3 pressure reducing valves and 7 isolating valves, calculations showed that the pressure is 

smaller than 60 m in 363 nodes, while its maximum value is equal to 90.0 m. In this network, we installed  3 

additional flow meters and 7 pressure gauges to control discharge and pressure.  
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Fig. 1. Schematic layout of the water supply network of Livadia. 

(a) 

(b) 

Fig. 2. Calculated pressure values of (a) the existing distribution network and (b) the new optimal distribution network. 

4. Conclusions

Using the EPANET model, we configured the optimal water supply network of Livadia village in Tilos Island 

that faces the significant problem of high pressures of the existing network that causes several damages and 

failures. This EPANET network, which involves 3 pressure reducing valves, 7 isolating valves, 3 flow meters 

and 7 pressure gauges, sets the basis of the Smart Platform for the systematic monitoring and control of the 

hydraulic and energy behavior of the water supply network of the Municipality of Tilos. 
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ABSTRACT 

The paper presents SWANP© 4.0 (Smart Water Network Partitioning and Protection), a novel software release 

developed by the authors with the support of the water utility GORI Spa and the spin-off company Med.Hydro 

srl. The release 4.0 offers to the operators some innovative tools based on the main results of research activities 

carried out by the authors on the topics of hydraulic modelling, water network partitioning and water quality 

protection. The novel approaches have already been tested on real case studies of national and international 

water utilities. SWANP© 4.0 is available after a free registration at the website www.swanp.net for a limited 

number of networks, and it allows performing DDA (demand drive approach) and PDA (pressure driven 

approach) simulations, defining automatically the optimal layout in terms of number, shape and dimension of 

DMA (district meter area), managing water pressure with pressure PRV (pressure regulation valves), 

identifying optimal positioning of water quality detection points with or without calibration model and 

computing resilience of water systems by means of innovative global and local performance indices able to 

compare original and modified layouts.     

1. Context

Hydraulic commercial software dedicated to water distribution network simulations contains generally the 

tools traditionally required by operators to study the behaviour of water networks under both design and service 

conditions. However, while significant progresses were achieved in Graphical  User Interfaces, integration 

with calibration tools, with GIS (Geographic Information System) framework and with remote control systems 

to better describe and manage devices, water demands and water losses, no significant improvements were 

achieved in water network partitioning (Di Nardo et al., 2013), water network protection (Di Nardo et al., 

2015), optimization procedures (Santonastaso et al., 2019) and local and global performance indices (Di Nardo 

et al., 2020). This clashes with the research achievements in the two recent decades, consisting of numerous 

operational algorithms and tools for these applications. 

Based on more than 15 years of research in the field of water network analysis conducted to investigate more 

accurate numerical methods, to find optimal design procedure to define automatically optimal water network 

partitioning for the shape and dimension of district meter areas (DMAs), and to investigate innovative 

approaches to network protection from accidental or intentional contamination, as well as testing novel 

methodologies on some national and international case studies, the SWANP© (Smart Water Network 

Partitioning and Protection) software has been updated to the 4.0 release. 

The novel release of SWANP© 4.0, funded by GORI Spa and developed by the spin-off company Med.Hydro 

srl, is freely available on-line on website www.swanp.net for a limited number of networks upon registration. 

2. Software innovative features
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SWANP© was developed in Phyton and integrated in a user-friendly GIS interface, which contains innovative 

open libraries that are updated automatically. It includes some innovations based on the implementation of 

advanced optimization approaches essentially regarding: 1) an advanced hydraulic simulation engine in DDA 

and PDA approach, based on high-order global algorithm (Creaco et al., 2021); 2) a dedicated tool to 

automatically define the optimal layout of DMAs and provide to water utilities a flexible decision support 

system to find different solutions in terms of number of districts, performance indices, compliance with the 

physical constraints, etc. based on some clustering and dividing optimization procedures developed by 

(Santonastaso et al., 2019); 3) to manage water pressure with pressure PRV (pressure regulation valves); 4) an 

innovative tool to select the optimal positioning of quality detection devices to protect water system from 

contamination based on both topological and simulation approaches (Santonastaso et al., 2021). 

In Figures 1 and 2, two sample screenshots of SWANP© 4.0 are reported showing the results of the clustering 

phase with 4 DMAs and of the dividing phase with 4 flow meters and 11 gate valves for a small network. 

Fig. 1. An example of Clustering phase obtained with SWANP© 4.0 

Fig. 2. An example of Dividing phase obtained with SWANP© 4.0 
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ABSTRACT 

1. The water-energy nexus under uncertainty

1.1. Setting the scene 

Managing water resources for growing demands of energy and food while sustaining the environment is the 

greatest challenge of our era, especially when we are dealing with complex adaptive natural–human systems 

(Machell et al., 2015). The performance of water-energy systems is strongly depending on hydroclimatic 

processes and human behaviors, while both components are highly uncertain and unpredictable in a long-term 

perspective. In this vein, the typical engineering approach across the water-energy nexus, in which the role of 

society is reflected in rather simplified means, e.g., in terms of water and/or energy demands, legal constraints, 

technical specifications and management rules, is insufficient. Herein, we propose the incorporation of the 

human factor to the long-term management policy of water-energy systems, since the social and the technical 

system are inextricably linked (Walker et al., 2015). To assess the management of such systems, we attempt 

to stress-test them under different disturbances, which are driven by both expected and highly unpredictable 

changes e.g., socioeconomic and hydrometeorological fluctuations, and black-swan events, respectively. By 

coupling the two major research fields, namely the water-energy nexus and the social behavior, in an 

uncertainty-aware framework, we introduce the concept of stochastic socio-hydrological systems. In this 

context, the response and adaptation of society plays the role of music, while the plethora of disturbances the 

role of the conductor. 

1.2. The social component and its modelling 

In order to establish a comprehensive approach for representing such complex sociotechnical systems, we first 

outline and explain all important synergies, complementarities and conflicts induced by the social factor. In 

addition to the obvious interaction of water and energy demands, also driven by weather conditions, we 

investigate several other social drivers, including decision-making, management policy and operation, and 

reaction to external influences and pressures.  

An important issue, which deserves further investigation, is the response time of each factor. In particular, 

media and public awareness campaigns may take longer to create tangible effects, while sharp changes in 

energy and water prices may induce faster reactions. Furthermore, we also study the effect of crucial, urgent 

and abnormal circumstances, which are totally unpredictable and may affect both the micro- and macro-

behavior of an entire society over the longer term. These include geopolitical changes, economic crises, 

pandemics, as well as long-term water shortages, causing major changes to spatiotemporal patterns of water 

and energy consumption. To simulate the human component of sociotechnical systems, we take advantage of 

recent advances in agent-based modelling (ABM), which integrate complex adaptive system theory and 

distributed artificial intelligence (Bonabeau, 2002). The key principle of ABMs is to divide a complex system 

into representative elements, called agents, characterized by their own data, knowledge and behaviors. By 

adopting a bottom-up approach, as demonstrated in Figure 1, to study the agent interactions both with the 

technical system and among each other, at the micro level, it will allow us to draw conclusions about the 

system’s (emergent) behavior at the macro level. 
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Fig. 1. Conceptual demonstration of a water-energy system taking account for the social component. 

1.3. The hydrometeorological component and its modelling 

In a highly fluctuating and eventually changing climate, the historical data of crucial hydrometeorological 

drivers, e.g., rainfall, runoff, and evaporation, provide insufficient information for the long-term assessment 

of water-energy systems under the stress-testing paradigm. To overcome this, we use stochastic models in 

order to provide synthetically-generated input time series that reproduce the probabilistic regime of the process 

of interest, as reflected in the historical data, and their long-term changes, that are of key importance in the 

assessment of reliability, sustainability  and resilience of water-energy systems (Koutsoyiannis et al., 2009).  

2. Revisiting the long-term management of the Athens water-energy system

As a proof of concept of the proposed framework, we analyze the complex and highly extended water-energy 

system of Athens, Greece, and we push it beyond its standards, in order to determine its turning point of 

resilience. Specifically, the water-energy system of Athens addresses intrinsically uncertain water supply and 

irrigation demands that may stress it across all scales, and it is also subject to a number of operational and 

environmental constraints. This system includes two interconnected reservoirs (Mornos, Evinos), providing 

water via gravity, as well as the natural lake Hylike, lying in a karstic background, providing water through 

pumping, with significant cost. In this vein, we investigate whether this system is successful, robust, and 

resilient under numerous external influences and stresses, by using as a key information the human’s behavior. 

The core simulation model employs a simplified representation of the main system elements, to estimate the 

abstractions from the three reservoirs, driven by synthetic inflow data of 2000 years length, and stochastic 

demands. The inflows are generated a priori, through the anySim stochastic simulation package (Tsoukalas et 

al., 2020). On the other hand, the demand data are provided by an ABM procedure, which accounts for dynamic 

information obtained from the simulation model, by means of storage conditions and associated water prices.  
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ABSTRACT 

1. Introduction

The urban water cycle infrastructures are important consumers of electricity.  Thus several efforts have been 

made recently to increase their energy efficiency. During rainfall events, the increase in flows pumped by 

interceptor sewers and treated in wastewater treatment plants (WWTP) can lead to significant increases in 

energy consumption. These flow increases occur not only in the combined sewer systems, but also in separate 

wastewater systems, due to water infiltration into the sewers, the rainfall-derived infiltration and inflow (RDII) 

component, and illicit misconnections between stormwater and sewage systems. Controlling rainfall-derived 

inflows into wastewater systems is a difficult challenge that has received increasing attention.  

However, in coastal urban areas, it is also a common practice to store and transport stormwater from ephemeral 

watercourses to the WWTP to protect bathing water quality during small rainfall events. Coastal wastewater 

systems often require multiple pumping stations (PS) along the coast, each with its own sanitary sewer 

overflow (SSO). Most PS are designed considering only the dry weather flows and their flow measurement 

considers only the pumped flows, i.e., it completely ignores the discharged SSO. Thus, increasing the energy 

efficiency of these systems requires the knowledge on three key issues: the flows pumped and treated during 

wet weather; the impact on receiving water bodies of the SSO discharged at each pumping station; the potential 

to improve the energy efficiency of the system as a whole. 

Within the SINERGEA Project, an intelligent real-time decision support system was developed, aiming at the 

management of emergencies of flooding and bathing water contamination, and the efficient use of energy 

(David et al, 2022). This system is being demonstrated at the city of Albufeira, Portugal, and its coastal 

neighbourhood. This paper describes the objectives and methodology developed to model energy and its 

application to the demonstration case. 

2. Integrated modelling of energy consumption and wet weather discharges

The integrated management of the energy efficiency of waste water systems and the quality of water bodies 

must include the integrated modelling of both systems. It should also take into account tariffs, potential for 

improvement in each equipment or station in the system and alternatives for the design and management of 

the entire sanitation infrastructure. Given that currently few deterministic modelling programs include energy 

consumption modelling, the well-known SWMM model is used herein to model the hydrodynamic component 

and a generic, new tool was developed to calculate energy consumption in pumping stations and WWTP using 

Python.  

The calculation of energy consumption in pumps is based on the results of flow rates and water heights 

provided by SWMM. The calculation of the energy consumption of the remaining drainage and treatment 

equipment is carried out in a simplified way, taking into account different types of functions: fixed 

consumption (or consumption that varies depending on the month); consumption as a function of the flow 

provided by SWMM during a set of previous calculation steps; consumption as a function of flow and external 
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variables such as temperature and previous rainfall. In the mass balances, it also allows for considering the 

contribution of energy production equipment by alternative energy sources, such as photovoltaic panels 

(depending on the atmospheric radiation of long and short waves) or the use of biogas in WWTP. The model 

provides energy consumption, cost and carbon footprint results by equipment, by station and for the overall 

system. In practical applications, the equipment to be modelled in each pumping station or WWTP will depend 

on the quantity and quality of the existing information on the operation and energy consumption of each 

equipment. 

An important challenge for the success of these approaches is related to the estimation of flows discharged by 

sanitary sewer overflows, since these discharges are usually not monitored. An innovative methodology was 

developed that uses a lumped conceptual model to estimate the useful area of the catchment and the flows 

discharged by SSO from the flows measured in pumping stations. The parameters obtained for the conceptual 

model serve as a basis for the SWMM model calibration. 

3. Demonstration case

The SINERGEA system is being demonstrated on the city of Albufeira, Portugal, and its coastal 

neighbourhood, where the stormwater separate network, the interceptor sewer system, and coastal bathing 

waters were modelled in detail (David et al, 2022). Figure 1 shows the SWMM model of the interceptor sewer 

system, which serves several coastal urban-tourist developments. It has a WWTP, ten pumping stations (some 

with variable speed drive) and two submarine outfalls.  

Figure 2 shows results of the energy consumption model in a pumping station. Figure 3 shows the results of 

the calibration of the flows pumped in a pumping station, where the estimation of the flows discharged by SSO 

is also obtained. The model is currently being calibrated and will soon be validated for other rainfall events, 

providing results on energy consumption, costs and carbon footprint by equipment, by season and for the 

overall system. The model will then be used to study alternatives that promote energy efficiency. 

Fig. 1. Map of the interceptor sewer system and WWTP. Fig. 2. Energy consumption at a pumping station.

Fig. 3. Calibration of flows pumped at a pumping station and estimation of SSO discharges. 
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ABSTRACT 

Natural phenomena, as observed and recorded in nature, can be determined by a spatial distribution of certain 

characteristic measurable quantities that describe them and are called Regionalized Variables.  The geostatistic 

approach of such physical problems is based on the spatial structure presented by all these regional variables. 

The correct mathematical study of such variables is difficult and shows significant deviations because spatial 

variability is usually extremely unstable, with all kinds of discontinuity and anisotropies. 

The numeric values of a regional variable z(x) and z(xi) should not be interpreted as independent realizations 

of a random function Z(x), because this view does not consider the spatial autocorrelation between two adjacent 

values z(x+h) and z(x). In the science of geostatistics the two independent aspects, randomness and spatial 

structure, that characterize peripheral variables, are a random function.   

The present paper examines a new regional variable of the average hyper-annual rainfall, of five years for the 

years 2015-2020 for an area of the Region of Central Macedonia (Fig. 1.), which was approached through 

geostatistical analysis. For this purpose, rainfall data from 14 Meteorological Stations of the region were used, 

supported by the National Observatory of Athens (free data from meteo.gr). 

These data were utilized as input for the extraction of an experimental semi-variogram (Fig. 2.), referring to 

the aforementioned regional variables. The output immediately showed the spatial structure of the 

phenomenon. In this experimental semi-variogram, several theoretical semi-variogram models were adapted, 

with the Exponential one to prove the most adaptive in our case. By This Model (Power Model), which 

describes with very good adjustment the corresponding experimental semi-variogram, the characteristic sizes 

(range, sill, nugget effect) were extracted and the degree of spatial dependency of the examined regional 

variable was determined and quantified.  [xxx1] By studying the behavior of the semi-variogram for various 

directions ω (directions ω = 0ο, 45ο, 90o and 135ο, with angular tolerance 45o), it was possible to determine the 

anisotropy of the phenomenon.With the help of the exponential model of adjustment of the semi-variogram 

and using an appropriate geostatistical interpolation method (Kriging method), the optimal surface was 

obtained that simulates the new peripheral variable. 

From this process, the vector spatial planes that display the iso-curves for the new regional variable (Fig.3) 

were produced, the perpendicular vectors on the iso-lines (Fig. 4), and which vividly show the mode of 

manifestation and the spatial distribution of the phenomenon.  Also, a corresponding one was produced that 

shows the flow paths of the phenomenon (Fig. 5) that lead to the emergence of low values, and therefore, in 

areas that show a tendency for drought. 

In conclusion, it appears that this new regional variable, i.e., the average hyper-annual rainfall of five years 

with a spatial structure, with its corresponding geostatistical treatment, can be used as a basic parameter of 

drought, since rainfall is the most important component of drought. 
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Fig. 1 Area of Interest Fig. 2 Semi-Variogram 

Fig. 3 iso-lines Fig. 4 Flow Directions 

Fig. 5 Flow paths
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ABSTRACT 

This paper focuses on pumping cost minimization under steady-state conditions in wedge-shaped confined 

aquifers. The method of images has been used to obtain analytical expressions for the hydraulic head level 

drawdown functions and, by extension, for the pumping cost function. As application examples, we consider 

a system of five wells pumping simultaneously in the following cases: semi-infinite confined aquifers bounded 

by two constant head boundaries, intersecting at angles of a) 90o, b) 60o and c) 30o. Genetic algorithms have 

been used to determine the optimal distribution of the total required flow rate to the wells. The results indicate 

that in each case the pumping cost is minimized when the drawdown at the location of the wells are equal to 

each other.    

1. Formulation of the optimization problem

The pumping cost function in any type of aquifer is given by the relationship.

𝐾 = 𝐴 ∙ ∑ 𝑄𝑖 ∙ (𝑠𝑖 + 𝛿𝑖)
𝛮
𝑖=1 (1)   

where Κ is the pumping cost, Qi is the flow rate of well i, si is the drawdown at point i and δi is the distance 

between the initial hydraulic head level at well i and a reference level, and Α is a cost coefficient. Considering 

A as constant and that the initial groundwater level is horizontal, namely δi = δ, the objective function that 

should be minimized is 

𝐾 = ∑ 𝑄𝑖 ∙ 𝑠𝑖
𝛮
𝑖=1  (2) 

Given that the total required flow rate QT is constant, the following constraint applies: 

∑ 𝑄𝑖
𝛮
𝑖=1 = 𝑄𝑇 (3)  

In the following paragraphs, we discuss the pumping cost minimization problem, described by Eqs. (2) to (3), 

in three cases of semi-infinite aquifers, to which the method of images applies. They are bounded by two 

straight-line constant head boundaries intersected at angles 90o, 60o and 30o, respectively; namely, we 

concentrate on wedge-shape aquifers (Chuang and Yeh 2018; Madhavi 2021; Yeh et al. 2008). In all 

application examples the boundaries are intersected at O(0, 1500). We seek the optimal distribution of QT = 

200 L/s to five wells, with coordinates given in Table 1.  

Table 1. Coordinates of Wells 

Well 1 2 3 4 5 

x 50 150 250 350 700 

y 1250 400 700 500 200 

According to the method of images (Nikoletos and Katsifarakis 2022), the si values can be calculated by Eqs. 

(4), (5) and (6), for boundary intersection angles equal to 90o, 60o and 30o, respectively. These equations are 

based on the substitution of flow boundaries by fictitious wells, as shown schematically in Figure 1. 

𝐾 = ∑ 𝑄𝑖 ∙5
𝑖=1  ∑ 𝑄𝑗 ∙5

𝑗=1 (−
1

2𝜋𝛫𝛼
) 𝑙𝑛

𝑟𝑖𝑗∙𝑟𝑖𝐽3

𝑟𝑖𝐽1∙𝑟𝑖𝐽2
(4)
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𝐾 = ∑ 𝑄𝑖 ∙5
𝑖=1  ∑ 𝑄𝑗 ∙5

𝑗=1 (−
1

2𝜋𝛫𝛼
) 𝑙𝑛

𝑟𝑖𝑗∙𝑟𝑖𝐽3∙𝑟𝑖𝐽5

𝑟𝑖𝐽1∙𝑟𝑖𝐽2∙𝑟𝑖𝐽6
 (5) 

𝐾 = ∑ 𝑄𝑖 ∙5
𝑖=1  ∑ 𝑄𝑗 ∙5

𝑗=1 (−
1

2𝜋𝛫𝛼
) 𝑙𝑛

𝑟𝑖𝑗∙𝑟𝑖𝐽3∙𝑟𝑖𝐽5𝑟𝑖𝑗∙𝑟𝑖𝐽7∙𝑟𝑖𝐽9

𝑟𝑖𝐽1∙𝑟𝑖𝐽2∙𝑟𝑖𝐽4𝑟𝑖𝐽6∙𝑟𝑖𝐽8∙𝑟𝑖𝐽10
(6) 

Fig. 1. Real and Fictitious wells in each case 

To find the optimal distribution of QT to the five wells, we have used the method of genetic algorithms, which 

has been widely applied to water resources problems (Katsifarakis and Karpouzos 2012). We have opted for 

simple binary genetic algorithms, using the tournament method in the selection process and one-point 

crossover. The parameters used, are: Population Size: 60; Generations: 400; Crossover Probability: 0.5; 

Mutation-Antimetathesis Probability: 1/Chromosome length and Tournament Constant: 3.    

2. Results and Discussion

In this paper, we have studied the minimization of pumping cost under steady groundwater flow conditions in 

semi-infinite wedge-shaped aquifers where the method of images applies. Table 2 shows the flow rate 

distribution and the drawdown values at the location of the wells for each case. 

Table 2. Drawdowns and Flow rate distribution 

Well 1 2 3 4 5 

Case 1- 90o 

Flow rate (L/s) 58.22 40.98 36.65 30.72 33.43 

Drawdown (m) 20.63 20.65 20.62 20.66 20.57 

Case 2 – 60o 

Flow rate (L/s) 57.21 40.09 36.94 31.08 34.68 

Drawdown (m) 20.03 20.00 20.03 20.00 20.01 

Case 3 – 30o 

Flow rate (L/s) 49.61 35.83 36.22 32.67 45.67 

Drawdown (m) 16.74 16.74 16.77 16.77 16.78 

The basic conclusion is that minimizing pumping cost (namely the energy consumption) is achieved when 

drawdowns at the wells are equal to each other. 
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ABSTRACT 

Urban water systems are complex, socio-technical systems, tasked with meeting water demands, generated 

through a continuous (socio-technical) interplay between customers and infrastructure, maintaining high 

reliability levels. Understanding demand patterns at different scales, is thus essential to manage the associated 

water distribution infrastructure and better serve customers. Here, we analyse water consumption data from 40 

municipalities in Attica, Greece, served by the water company of Athens, EYDAP S.A., using machine 

learning techniques to detect principal patterns in water consumption. The data, which were extracted and 

provided by EYDAP S.A., are monthly time series of consumption points between 2010 and 2021, a sample 

which is analysed through an unsupervised data clustering process, to gain insights on dominant consumption 

patterns and to identify characteristic customer profiles. 

1. Introduction

Adaptive urban water management, especially within a context of resilient smart cities, prompts utilities to 

adopt hydro-informatic approaches to understand past, manage present and (to the extent possible) predict 

future consumption behaviour of their customers (Makropoulos and Savić 2019). Detecting trends, similarities, 

and differences and grouping customers under homogenous consumption profiles, allows utilities and 

regulators to design better, more pro-active water demand management strategies.  However, geographical or 

social aggregation criteria may lead to information loss, as inhomogeneous consumptions are blended to form 

a “characteristic consumption profile” for each criterion of reference. To overcome such biases, this work 

applies unsupervised data clustering techniques, resulting in an evidence-based, data-driven identification of 

principal consumption profiles for the examined regions in Attica. 

2. Methodology

We utilized a dataset comprising of 120,000 consumption point timeseries at monthly step, covering the period 

from Apr-2010 to Aug-2021. The selection was made by picking 3000 points from 40 different municipalities 

of Attica, Greece with the sole condition being that in each timestep the consumption should be under 25 

m3/month, thus assuming only household level consumers for all timeseries. As a pre-processing step, each 

sequence of our 120,000 sample dataset was normalized utilizing the Z-score: 

𝑦′𝑖 =
𝑦𝑖 − 𝑥̄

𝜎
(1) 

where x̄ is the mean and σ is the standard deviation of each timeseries yi  (for i = 1:120,000). The purpose of this 

scaling reflects the need of fitting our dataset in an uninformative range, allowing for an unbiased (from average) 

water consumption pattern comparison in a width-invariant way.   

For the timeseries segmentation, we applied a k-means type unsupervised algorithm in which the default 

‘Euclidean’ distance measure was replaced by the Dynamic Time Warping (DTW) (Petitjean et al. 2011) as 

more suitable to sequential values distance metrics. Intuitively, DTW expresses a measure of similarity 

between two temporal sequences (i.e., consumption timeseries), where their shapes ‘match’, regardless of 

temporal shifts. The DTW equation can be expressed as follows: 

𝐷𝑇𝑊(𝑥, 𝑦) =  min
𝜋 √ ∑ 𝑑(𝑥𝑖, 𝑦𝑖)2

(𝑖,𝑗)∈𝜋
(2) 

where π = [πο,…,πk] is a path that satisfies more complex conditions, the detailed explanation of which is 

included in the work Berndt and Clifford (1994). The selection of the optimal number k of clusters was 

estimated through a preliminary assessment, by exploring various k components of Gaussian Mixture 
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Modelling approaches and scoring each realisation by estimating its corresponding Bayesian Information 

Criterion (BIC). The lower BIC score resulted for a k = 30 cluster segmentation, which is assumed optimal.  

Fig. 1. 30 characteristic consumption profiles in the Attica region, derived through unsupervised clustering of 120,000 measurement points. 

Darker blue areas show lower consumption and lighter yellow areas show consumption peaks per profile.  

Finally, for each cluster created, a characteristic timeseries (profile) representing the overall cluster shape was 

created by averaging the scaled monthly values of each cluster timeseries set. The homogenised cluster 

behaviour for the derived consumption profiles is presented in Fig. 1. Each characteristic timeseries was 

decomposed into three components: trend, seasonality, and residual (noise) (Fig. 2). Additionally, for each 

cluster, the percentage of inclusion of each municipality is calculated, a tactic which enables us to observe 

dominant patterns in some municipalities.  

Fig. 2. Decomposition of the characteristic timeseries from Cluster 10 and 14. 

3. Discussion and concluding remarks

We analysed an extensive dataset of point consumption timeseries and produced the characteristic 

consumption profiles, which summarize the behaviour of 30 distinct clustered customer groups in the water 

supply system of Attika, Greece. These profiles can be utilized to model the consumption of the region, as a 

surrogate training dataset for demand forecasting, as well as a template to produce synthetic consumer demands 

in unmetered regions and/or District Metered Areas (DMAs) for design or optimal control purposes.  
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ABSTRACT 

This paper analyses some tests carried out in a looped water distribution network (WDN) at the Water 

Engineering Laboratory of the University of Perugia. Specifically, the aim of such tests is to evaluate the effect 

of transients generated by a water consumption change, i.e., a complete and fast closure of a valve simulating 

an end-user maneuver. This end-user was located at the downstream end section of a service line placed in 

three different sections of the WDN. The tests allow examining the effect of the network topology and the 

location of the transient generation point. 

1. Introduction

Water distribution networks (WDNs) are complex systems subject to physical and operational loads and 

requirements. One of these loads is the occurrence of pressure transients caused by, as an example, pump 

shotdowns and pressure regulating devices. Numerous papers analyse numerically the resulting transient 

behaviour of WDNs (e.g., Karney and McInnis, 1992; Creaco et al, 2019; Bohorquez et al., 2020). Viceversa, 

very few papers deal with transient laboratory (e.g., Zeng et al., 2021) and field tests (e.g., Starczewska et al., 

2015). In particular, a possible source of transients is the unavoidable water consumption change; such 

transients are very frequent, one could say “almost continuous”, and a narrow set of papers analyze in details 

their effects experimentally (Marsili et al., 2021, 2022; Lee et al., 2012; Lee 2015). Such papers do not allow 

drawing general conclusions and do not highlight, for example, the role of the location of the transient source. 

To fill this gap, an extensive experimental campaign was carried out at the Water Engineering Laboratory 

(WEL) of the University of Perugia, Italy in a looped WDN with one or more active service lines. To simulate 

actions initiated in the plumbing system – i.e., the shutting off of valves and shower heads or the automatic off 

of the solenoid valve on the washing machine – transients were generated by the complete closure of an end 

valve. Pressure signals were acquired both in the main pipes and service lines, to follow the propagation of 

pressure waves. In this paper the effect of the location of the transient generation point on the dynamic behavior 

of the network has been examined.  

2. The experimental setup

The experimental set-up at WEL is a two 100x100 square meters network simulating a District Metered Area 

(DMA), supplied by a 42.3 m long pipe with an internal diameter of 93.3 mm (nominal diameter DN110) and 

a pressurized tank (Fig. 1) in which the head is assured by a pump. All the pipes are high density polyethylene 

(HDPE) pipes; specifically, in loop I the pipes have an internal diameter of 63.8 mm (DN75), whereas in loop 

II the other three pipes – excluding the one in common with loop I have an internal diameter of 42.6 mm 

(DN50). In order to simulate a service line, a 23.6 m long branch of 20 mm internal diameter (DN25) was 

alternatively installed at sections 5, 6, and 7. A solenoid valve in series with a ball valve was used to simulate 

an end-user, at the downstream end of the service line (i.e., at nodes 5u, 6u, and 7u of Fig. 1). Such a device 

allows generating controlled, repeatable, and fast transients, and consequently sharp pressure waves.  
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Fig. 1. The two-loop network at the WEL: layout with the pipe length, nominal diameter, and location of the measurement sections indicated. 

3. Simulation of a water consumption change and discussion of results

To point out the mechanism of propagation of pressure waves due to a water consumption change, three fast 

and complete closure maneuvers were alternatively executed at the end-users 5u (test 1), 6u (test 2) and 7u 

(test 3). Fig. 2 compares the dimensionless pressure signals, h (=(𝐻 − 𝐻𝑒) Δ𝑢⁄ ), acquired at the end-user (Fig.

2a) for a given steady-state discharge, with H and Δ𝑢 being the pressure head and the pressure wave generated

by the maneuver at a given end-user, respectively, and e indicating the end conditions achieved when the effect 

of the maneuver fully vanishes. Specifically, Fig. 2a highlights that, even if the maneuver is the same, during 

the first phases of the transient, the service line is more excited when the maneuver is executed at the end-use 

5u, because of the more complex shape of junction 5 (cross junction) with respect to junctions 6 and 7 (tee 

junctions) that generate larger reflected waves and smaller transmitted ones. The comparison of Fig. 2b, 2c 

and 2d shows that the most severe transient for the main pipes is the one generated at node 7u (test 3). This 

difference is mainly due to the already mentioned different shape of the junction connecting the service line. 

Moreover, it is worthy pointing out the crucial role, for a given pipe material, of the ratio between the main 

pipe cross sectional areas connected to the service line, and the service line itself: the smaller this ratio, the 

larger the transmitted pressure wave (Swaffield and Boldy, 1993; Bohorquez et al., 2020).  

Fig. 2. Dimensionless pressure signals acquired at sections: a) end-user; b) 5; c) 6; and d) 7 for tests 1, 2, and 3 for a given initial discharge. 
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ABSTRACT 

This research project, called ARTEMISA, aims to improve the indicators that allow the assessment of 

compliance with the Sustainable Development Goals (SDGs) established by the 2030 Agenda. The project will 

focus on the process of debugging. Specifically, an evaluation and proposal of new indicators will be carried 

out to characterize the water purification process focused on improving the SDGs (mainly SDG6 and SDG7), 

to reduce energy consumption in the distribution of the fluid to reduce the cost of purified and/or regenerated 

water. The reduction of the costs of purification - regeneration has a direct implication on the reduction of the 

operating costs of irrigation water used to supply the water needs of crops. These crops are subsequently the 

raw material (e.g., vegetables, citrus fruits, table grapes, among others) of the Valencian agri-food industries. 

The improvement of energy efficiency not only has an economic implication but also an environmental 

implication with the reduction of energy consumption and, therefore, CO2 emissions. These implications affect 

different indicators, which allow measuring the degree of achievement of the different SDGs, where water 

engineering is involved.  

1. Method

Increasing efficiency in the water cycle, in any of its phases (catchment-distribution-final use), is a primary 

objective to achieve the development of sustainable systems (Corominas, 2010). The search for improved 

efficiency has been developed first, seeking at an increase in hydraulic efficiency, and secondly and directly 

linked to this, an increase in energy efficiency. The improvement of energy efficiency has become a primary 

objective in distribution and treatment systems, a direct consequence of the increase in energy costs. Therefore, 

the energy analysis of wastewater treatment and reclamation systems through the development of audits has 

become a common technique used by managers of the different wastewater treatment and reclamation systems 

(Gómez, 2016).  

The energy used in purification can account for 50% of the energy consumed in the water cycle from catchment 

through distribution to regeneration. Within the catchment, the research team has experience in the 

development of operating models that guarantee the optimization of water and energy resources, minimizing 

the operating cost of the systems, taking into account the capacities of the facilities and water quality (Pérez-

Sánchez et al., 2017). In addition, members of the research team have optimization models for wastewater 

treatment systems seeking to improve efficiency by reducing energy costs, and propose energy and nutrient 

recovery in these systems through the quantification of indicators (Seco et al., 2018). 

2. Method

The particular objectives were: (i) To characterise existing indicators applied to sustainability (IAS) that enable 

the evaluation of the degree of achievement of the different targets included in the SDGs, where hydraulic 

engineering can incorporate tools for their achievement. This characterisation will include the definition of 

new quantifiable indicators that complement the existing ones for their inclusion in the measurement of the 

scope of the different targets; (ii) Establish a classification of scales of operation of the different IAS to be able 

to establish a classification of sustainable development (SDC) of the hydraulic system; Identify and 

characterise the main energy consumption scenarios in a wastewater treatment plant, which are linked to water 

circulation, focusing on the impulsion systems. Two main activities were developed: (i) Compilation of 

information on the state of the art in the use of indicators applied to sustainability in hydraulic systems. (ii) 
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Identification and characterisation of the main energy consumption scenarios in a wastewater treatment plant, 

which is linked to water circulation. 

3. Results

In this case, a comprehensive analysis of the relationship between the different targets set by the 17 SDGs has 

been carried out. Sixty-eight indicators with a direct relationship to wastewater treatment were identified that 

impact 90 of the 169 targets set by the 2030 Agenda. Figure 1 shows the distribution of these indicators across 

the different SDGs. 

Fig. 1. Indicators related to each SDG in a waste-water treatment plant 

Figure 1 shows that 35.6% of the indicators fall under SDG6 - Water and Sanitation, and most of them are 

applied to technical management. Within this technical management, those indicators that have to do with 

energy efficiency, both in the impulsion systems present in the wastewater treatment plant and the hydraulic 

recovery capacity of the same, are of special interest within the proposed project. The rest of the indicators can 

constitute a basis for the company to start compiling information on the different variables that have been 

established to measure them and to include them in the evaluation of its sustainability and the degree of 

achievement of the targets of the different SDGs. This will make it possible to carry out an evolution of the 

degree of achievement of the different indicators within the plant itself. These indicators are focused on four 

different areas: social (12), technical (26), environmental (16) and economic (14) management, although some 

of them may have interrelationships between different areas. 

4. Conclusion

The energy audit showed the elements, which had an installed power lower than 15 kW established 34.42% of 

the accumulated energy consumption. When the range was between 15 and 50 kW, the energy consumption 

was 20.50%, while the elements with more than 50 kW represent 45.08% of the annual energy consumption. 

The energy audit revealed the distribution of consumption, showing the importance of the blower equipment 

in the biological process, with consumption representing 56% of the plant. The sludge and deodorization 

process showed an annual energy consumption equal to 14.6%, and the wastewater pumping stations 16.7%. 

Therefore, these four process groups represent 87.5% of the energy consumption and their optimization is 

crucial to improve the compliance of the different targets of the SDGs. 

Acknowledgements 

Authors greatly acknowledge financial support from the “Conselleria de Innovación, Universidades, Ciencia y Sociedad Digital, 

Generalitat Valenciana” in the grant AEST2021/058 called “Energy Optimisation Strategy in the Hydraulic Circuit to Reduce the 

Energy Footprint in Wastewater Treatment Plants through the Proposal of Indicators for the Fulfilment of the Sustainable Development 

Goals.[ARTEMISA]” for the first author of this contribution.  

References 

Corominas, J., 2010. Agua y Energía en el riego en la época de la sostenibilidad. Ingeniería del Agua 17 (3), 219–233. 

Gómez, E., 2016. Caracterización y mejora de la eficiencia energética del transporte de agua a presión. Universitat Politècnica de 

Valencia. 

Pérez-Sánchez,M.; Díaz-Madroñero, M.; López-Jiménez, P.A.; Mula, J. (2017) “Mathematical Programming Model for Procurement 

Selection in Water Irrigation Systems. A Case Study,” J. Eng. Sci. Technol. Rev., vol. 10, no. 6, pp. 146–153, 2017. 

Seco, A., Aparicio, S., Gonzalez-Camejo, J., Jiménez-Benítez, A., Mateo, O., Mora, J. F, Giménez, J. B. (2018)“Resource recovery 

from sulphate-rich sewage through an innovative anaerobic-based water resource recovery facility (WRRF),” Water Sci. Technol., 

vol. 78, no. 9, pp. 1925–1936, Dec. 2018. 

415



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

Do urban water systems contribute to compliance of the SDGs?: case studies in 

Eastern Spain 

Camila GARCIA1, Pilar CONEJOS FUERTES 2; Jaime CASTILLO SORIA 3; P. Amparo LÓPEZ-JIMÉNEZ4, 

Modesto PÉREZ-SÁNCHEZ5 

1,2,4,5 Hydraulic and Environmental Engineering Department, Universitat Politècnica de València, Valencia, Spain 
2Idrica. Valencia, Spain 

3Global Omnium, Valencia, Spain 

email: cgarcia1@posgrado.upv.es 

email: Jcastillo@globalommnium.com 

email: pilar.conejos@idrica.com 

email: palopez@upv.es 

email: mopesan1@upv.es 

ABSTRACT 

Due to the current social development, higher quantities and better water quality are demanded, putting water 

resources under greater stress. However, if the resources are managed in a sustainable way, it will be possible 

to satisfy the present needs without compromising its long-term capacity. Nowadays, urban water systems are 

trying to focus on a sustainable management that improves the performance of the economic, social, technical, 

and environmental fields of the systems. In this sense, water systems can contribute to the achievement of the 

SDGs, even though it can be a challenge due to the actual social conditions to operate this way. Therefore, key 

performance indicators (KPIs) can be a useful tool to audit and evaluate sustainability in hydraulic systems 

over time. This contribution presents an analysis of the implementation of a set of sustainability indicators that 

will allow to assess the compliance of all the SDGs that intervenes in different water systems. Based on the 

results, the study also proposes a classification by levels of sustainability considering a memory of the 

evolution of the system. The proposed methodology can be applied to all types of hydraulic systems (supply, 

sanitation, treatment). A set of indicators were established to measured or monitor the sustainability in different 

processes such as operation, maintenance, management, and infrastructure of hydraulic systems. For the 

implementation of the KPIs, first a characterization of the system must be carried out considering aspects such 

as the location, elements of the network and operation mode. A detailed analysis was carried out to establish 

the relationship between the water systems and each SDGs. Based on that, a set of indicators was defined that 

could measure the contribution of water systems to the compliance of all SDGs. The analysis was made in the 

supply network of the Valencian Community, Spain. The result of the analysis allows to establish a 

benchmarking on the sustainable aspects of the water distribution system that will help to improve 

sustainability in the systems. In that sense, it can become a design, diagnosis, and management tool. The results 

shows that water systems are related to some of the targets of each SDGs. Improving the performance and 

sustainability of urban water systems will not only help to achieve goal 6 but also all the others SDGs will 

benefit, since the close relationship between water systems and each SDGS, which highlights the relevance of 

sustainability indicators in hydraulic systems. 

1. Method

In the present work, a system of KPIs and the methodology for the implementation was proposed. Such system 

allows the evaluation from a sustainable point of view of different process and types of urban water systems. 

All the SGDs proposed by the UN (Un-Water, 2021) have a connection with water resources, and some of 

them are more explicit than others. Therefore, it was possible to associate targets and keywords which were 

used later to define the indicators. 

A total number of 145 indicators were established and characterized with properties such as being quantifiable, 

auditable, concise in meaning and universal in its use. An outline of the process was also suggested that should 

be followed to implement the KPIs. Such procedure consists of a system characterization (information of the 

environment and the network), assessment, diagnosis with the sustainable indicators, and finally, a plan 

proposal must be made. 
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2. Results

An implementation was carried out in the supply network of the city of Valencia (East Spain). Certain 

indicators were defined of those already established that allowed the evaluation depending on the data obtained 

and the characteristics of the system. In Fig. 1, the number of targets is presented, that were related to each 

SGD. Also, the proportion of company contribution can be seen which represents the percentage of indicators 

that were measured in the evaluation (since not all the indicators for each SDG were able to be applied).  

Fig. 1. Targets related to water system and proportion of contribution of the company for each SDGs 

3. Conclusion

Based on the results of the analysis, solutions can be proposed and actions can be taken to improve network 

management and lead to a sustainable operation of water resources. With this methodology it is possible to 

keep an evolutionary memory of the state of the network and follow the improvement of the networks. This 

will allow to obtain a level of sustainability to measure the degree of achievement of the SDGs based on the 

tracking records. In addition, the KPIs proposed and the reports allow the comparison with other networks. In 

this way, more sustainable networks can serve as an example for those that are still in process.  

Through sustainable management of water systems, the present demands should be provided without 

compromising its capacity in the future and leading towards an optimal operation. Based on the results of the 

methodology proposed in this study, it is possible to monitor and take actions about the managements of water 

systems. Such actions can be focused on the improvement of the contribution for just one particular SDG, for 

example to enhance SGD 7 by implementing more the use of clean energy, or creating an energy plan focused 

on the energy efficiency. In this way, all the strategic plans of a company can be linked to the contribution of 

sustainability and the compliance with the SDGs. By improving the performance and sustainability of the 

systems, it is not only possible to achieve the objectives of goal 6, but also other associated goals will benefit, 

which highlights the relevance of sustainability indicators in any hydraulic system. 

SDG 1  
NO POVERTY 

Targets  related to water systems: 4
Company contribution: 62% 

SDG 2 
ZERO HUNGER

Targets  related to water systems: 5
Company contribution: 72% 

Targets  related to water systems: 5
Company contribution: 44% 

SDG 3
HEALTH AND
WELL-BEING

Targets  related to water systems: 5
Company contribution: 44% 

SDG 4
QUALITY   

EDUCATION

Targets  related to water systems: 3

Company contribution: 83% 
SDG 5

GENDER 
QUALITY

Targets  related to water systems: 7

Company contribution: 60% 
SDG 6

WATER &
SANITATION

Targets  related to water systems: 4
Company contribution: 93% SDG 7

CLEAN ENERGY

Targets  related to water systems: 7

Company contribution: 100% 
SDG 8

DECENT WORK &
ECONOMIC
GROWTH

SDG 9 
INDUSTRY AND 

INFRASTRUCTURE

Targets  related to water systems: 5
Company contribution: 88% 

SDG 10 
REDUCED 

INEQUAITIES

Targets  related to water systems: 5
Company contribution: 100% 

SDG 11 
SUSTAINABLE 

CITIES

Targets  related to water systems: 6

Company contribution: 57% 

SDG 12 
RESPONSABLE 

CONSUMPTION & 
PRODUCTION

Targets  related to water systems: 6
Company contribution: 91% 

SDG 13
CLIMATE ACTION

Targets  related to water systems: 3
Company contribution: 68% 

SDG 14
LIFE BELOW

WATER

Targets  related to water systems: 3
Company contribution: 55% 

SDG 15
LIFE ON LAND

Targets  related to water systems: 3

Company contribution: 45% 

SDG 16
PEACE, JUSTICE

& STRONG 
INSTITUTIONS

Targets  related to water systems: 4
Company contribution: 100% 

SDG 17
PARTNERSHIPS

FOR GOALS

Targets  related to water systems: 4
Company contribution: 83% 
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ABSTRACT 

Water, energy, and food (WEF) are vital resources for human wellbeing, poverty reduction, and sustainable 

development. Climate change effects are proved to threaten the WEF security and vice versa. Considering 

these threats as disturbances to a system, resilience is understood as the system’s adaptive ability of 

maintaining its functionality even when the system is being affected by a disturbance. Resilience helps 

researchers and policymakers to comprehend how complex systems adapt and transform to withstand changes 

in the environment and measure a WEF system’s capability to either adapt or collapse due to climate change 

conditions. This research focuses on exploring the resilience of a Water-Energy-Food-Climate (WEFC) system 

at national level. The case study is based on the structure of a System Dynamics Model (SDM), that maps 

sector-specific data from major databases for the national case study of Greece. In terms of enhancing 

environmental security, we measured systemic resilience, using different metrics, in different cases of 

disturbances and ultimately indicate the most efficient policies to increase system’s elasticity.  

1. System Dynamics Model

System dynamics modeling has broadly been used as a simulator of complex real systems, helping researchers 

and policymakers to frame and understand the complexities of and interlinkages within the system, while at 

the same time, it provides information on how the system might evolve over time (Bakhshianlamouki et al., 

2020). To conceptualize a complex dynamic system prior to simulation analysis, causal loop diagrams (CLDs) 

are used to identify the key variables in a system and indicate the causal relationship between them using links 

(Randers, 1980). As the next step, to quantify the variables in the loop, the stock-and-flow diagram (SFD) is 

used since SFDs can perfectly capture the stock and flow behavior of a system (Figure 1).  

Fig. 1. Stock-and-Flow diagram for the nation case study of Greece 

2. System Resilience Analysis

To assess System Resilience Analysis for our case study, we study the system behavior and quantify its ability 

to withstand shock under climate change; in this case, an extreme drought scenario is imposed on the system, 

and its ability to withstand it is investigated. The ecological and engineering measures of resilience were 

applied to the developed SDM for the baseline scenario (with no interventions) and for two suggested policies 

aiming to enhance WEF security; the implementation of renewable energy systems (RESs) (policy I) and 

increased stakeholder awareness and education, followed by increased funding to implement advanced 

irrigation systems with minimal losses in agriculture (policy II). 
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In Figure 2a, we show the SFD that includes the implementation of policy I. The outer loop shown with black 

arrows is reinforcing loop R1, while the balancing loop B1combines black and blue arrows and goes through 

the available water stock and through total water consumption and pumping energy. For policy I, we add the 

parameter fraction of RES in total energy generation mix (shown in the box in Figure 2a), and this way, we 

reduce the GHG emissions due to power generation by 30% as compared to the baseline scenario. For policy 

II, we add extra variables in the SDM, and a new loop is formed (reinforcing loop R5). Here, awareness and 

education are designed to lead to stakeholders demanding and obtaining more funding for the implementation 

of efficient irrigation technologies that will lead to increased irrigation efficiency and reduced actual losses in 

agriculture (Figure 2b). 

(a) (b) 

Fig. 2. Stock-and-Flow diagram with the implementation (a) of policy I – RESs, and (b) of policy II –irrigation funding 

We follow a methodology as described by Herrera (2017), to quantify five essential metrics of resilient 

behavior (for three scenarios), thus providing the policymakers with a quantitative basis to enhance the 

resilience of socio-ecological systems. Engineering (𝜎𝛨, �̅�, and �̅�) and ecological (𝜎𝛦 and 𝐼𝑅𝐸𝑆) resilience

measures are quantified (Table 1), and the respective thresholds are also identified in order to define system 

hardness (𝜎𝛨) and elasticity (𝜎𝐸). To find system hardness, we keep increasing the magnitude of the system

disturbance (TRWR reduction) over a period of 10 years, specifically from 2014 to 2024, and we observe how 

F(x)—available water—changes. The highest disturbance/change in the TRWR that produces the least 

noticeable change in F(x) is its hardness (𝜎𝛨), the engineering threshold (shown in Table 1).

Table 1. Results of engineering and ecological resilience measures for the three scenarios 

Scenarios 

Engineering resilience Ecological resilience 

Hardness (𝝈𝜢) �̅� �̅� Elasticity (𝝈𝑬)
Index of Resilience 

(𝑰𝑹𝑬𝑺)

Baseline 𝟐. 𝟓𝟒 ∙ 𝟏𝟎𝟗𝒎𝟑 𝟎, 𝟖𝟎 ∙ 𝟏𝟎𝟗𝒎𝟑 0.107 𝟓, 𝟎𝟖 ∙ 𝟏𝟎𝟗𝒎𝟑 33,4% 

Policy I 𝟐, 𝟓𝟒 ∙ 𝟏𝟎𝟗𝒎𝟑 𝟐, 𝟑𝟖 ∙ 𝟏𝟎𝟗𝒎𝟑 0.108 𝟏𝟓, 𝟐𝟒 ∙ 𝟏𝟎𝟗𝒎𝟑 46,6% 

Policy II 𝟐, 𝟓𝟒 ∙ 𝟏𝟎𝟗𝒎𝟑 𝟏, 𝟑𝟒 ∙ 𝟏𝟎𝟗𝒎𝟑 0.108 𝟏𝟎, 𝟏𝟔 ∙ 𝟏𝟎𝟗𝒎𝟑 40% 

We observe that when all scenarios are compared, the baseline is the least resilient system, having the lowest 

hardness, while policy I has the highest. With the implementation of policies, the system can withstand bigger 

changes (higher hardness) in the TRWR, such as extreme droughts caused by climate change, before available 

water is affected. �̅� variable shows how quickly the system will recover from the disturbance, and it is the 

highest for policy I, while in terms of robustness, the two policies appear similarly robust and more robust than 

the baseline. Ecological resilience is assessed. The Greek simulated system can withstand an extreme drought 

event affected for a 10-year period under the allowing circumstances of engineering and ecological thresholds 

found for the two policies; the baseline scenario has little tolerance to such disturbance (reduction on TRWR) 

and easily breaks when it overcomes the ecological threshold without being able to recover. Policy I, seems to 

be the most promising scenario as its resilience measures have the highest values, so the system can even 

recover from the shock for a more severe drought. 
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ABSTRACT 

In recent years there has been a need for more efficient tools, able to suggest management practices of rivers 

and watercourses. A digital twin in general is a data-driven digital representation of resources, processes, or 

systems in the built or the natural environment. A digital twin is able to evaluate current performance and 

suggest alternative management methods that can lead to more efficient system behavior. The aim of the 

present work is the development of a hydrological model of Aliakmon River in northern Greece, on which a 

digital twin will be based. The model is formulated in HEC-HMS using only free access data that are available 

online. The results are very encouraging, proving that the model is extremely effective in adapting to changes 

in the flow regime of the river under study and concluding that it can be used as the basis of a digital twin, 

utilizing the new features of HEC-HMS. 

1. Introduction

In recent years, the need for more efficient management of water resources has become urgent, due to 

population growth and other factors. For this reason, water resources management decisions should be based 

on advanced tools that can reflect the real conditions of the natural environment, like a digital twin that can 

analyze scenarios of “what would happen if” (Alzamora et. al, 2021). This work presents the structure of a 

digital twin of Aliakmo River in Greece, based entirely on free software and data, with an emphasis on the 

structure and the results of the hydrological model. Precisely, the digital twin will be based on the hydrological 

model that will be created on the HEC-HMS software (Bartles et. al., 2021). 

2. Methodology

On the main stem of the river there are five large reservoirs that are used for energy production and for meeting 

the irrigation and water supply needs of the wider region. The main tributary of Aliakmon is the Almopaios 

River. Almopaios River meets Aliakmon River about 40 km before its estuary, a few kilometres downstream 

from the last of the large dams 

(Agia Varvara Dam) -. The 

outflow of the Asomata 

reservoir flows into the Agia 

Varvara regulating reservoir. 

From there, large quantities of 

water are diverted through 

channel A0 to the plains of 

Thessaloniki, mainly during 

the summer months, to meet 

the irrigation needs of the 

fields in the wider area. In 

addition, a significant amount 

of water (about 2-3 m3/s) is 

diverted throughout the year to 

the city of Thessaloniki to meet 

the city’s water supply needs. 

Furthermore, on the irrigation 

channel A0, the hydroelectric 
Fig. 1. Agia Varvara reservoir and the irrigation channel Α0. 
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power station of Makrokhori is also in operation. The Makrokhori hydroelectric power station operates 

throughout the year and therefore the quantities of water passing through the irrigation channel A0 are greater 

than the irrigation needs of the area. The A0 channel is connected at some point to the Aliakmnonas River in 

order to return to it the surplus water that is not needed to meet irrigation and water supply needs. Downstream 

of the Agia Varvara dam, a small hydroelectric power station is installed to exploit the ecological flow of the 

river for energy. It has a constant flow rate of 4.5 m3/s. In cases where the water entering the Agia Varvara 

reservoir from the Asomata dam is more than the water diverted to the A0 canal and the ecological flow, it is 

over-flowed by the dam’s spillways. The proposed digital twin will have as main objective to evaluate and 

optimize the management of the water of the Agia Varvara reservoir, i.e., it will be able to evaluate the 

production of electricity and the corresponding coverage of irrigation water needs and propose better options. 

The aim of the digital twin will be to be able to propose water management options for a few days ahead of 

time. The necessary data for the execution of the model, i.e., the water inflows to the dam of Agia Varvara, 

the irrigation and water supply needs as well as the meteorological data will be automatically retrieved using 

the scripting language of HEC–DSSvue and stored in the database (dss file) of HEC–HMS. The hydrological 

model will then receive this data and will be executed. The results of the hydrological model will be evaluated 

based on economic and environmental criteria and then an optimization algorithm will be executed looking for 

a better management of the available water in the reservoir. The operation of the digital twin will use weather 

forecast data that can be obtained from open forecast databases like the Open-Skiron – OpenWRF service 

(https://openskiron.org/en/openwrf) which offers five days of daily weather forecast data in GRIB format. 

3. Results

The model was calibrated 

using data for the entire 

2018 and then evaluated 

using data from 2019 to 

2021. Four statistical 

indicators were used to 

evaluate its effectiveness. 

The statistical measures that 

were used for this purpose 

are, the Mean Square Root 

Error Ratio (RSR), Nash 

Sutcliffe Yield (NSE), Bias 

Rate (PBIAS) and 

Determination Rate (R2). 

Based on all these statistical 

measures above, the model 

proved to have a very good 

fit to the observed data. 

Figure 2 shows that the model for the year 2018, not only follows the periodicity of the river flow but also 

presents the peaks on the same days. 

4. Conclusions

A necessary condition for the creation of the digital twin is the creation of a well-structured hydrological 

model, which as it was proved above, it is achieved in the present work. Then it is required the connection of 

the model with the flow of meteorological data and energy production, so that in the final stage the 

development of an optimization algorithm will be done, in order to promote alternative strategies for the 

management of Agia Varvara reservoir. Finally, it could be used to address the effects of climate change and 

identify adaptation measures. 
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ABSTRACT 

Groundwater Footprint (GF) could be considered as a management tool to help in groundwater management 

with emphasis on the environmental water needs. The parameters embedded in GF estimation are 

groundwater abstraction (C), recharge (R), and contribution to the environmental requirements (E), all 

essentials for the assessment of various Ecosystem Services (ES) such as water provision. The ES provided 

by C, R, E are closely related with the preservation of specific land uses and in parallel land uses impact C, 

R, E provisioning. To this framework, the present study focuses on the assessment of a) the significance of 

C, R, E on different types of land uses and b) the importance of specific land uses for the maintenance of C, 

R, E provisioning. To proceed with the assessment, a structure questionnaire using a 3-step scale is 

developed and filled by a pool of experts, aiming to reach consensus for each question. For the questions that 

consensus is not reached, experts are asked to review their answers based on group’s opinion (second round 

questionnaire). At this stage of the study, the first round of questionnaire has been completed and consensus 

is reached for 37,5% of the questions, while the second round of the assessment is ongoing.    

1. Introduction

GF is a groundwater management tool, introduced by Gleeson et al. (2012), that expresses the area required 

to sustain groundwater use and dependent ecosystems. Therefore, the ratio GF to the real area of an aquifer 

of interest can express sustainable (GF/A<1) or unsustainable (GF/A>1) groundwater management. GF 

estimation is based on C, R, and E. GF expresses an aquifer water balance between inflows (R) and outflows 

(C, E), focusing on environmental needs. C, R and E are essential for the provision of Ecosystems Services 

(ES) such as water provision (C, E), regulation of water cycling (R, E), nutrient cycling (C, E, R), aesthetic 

values (E). However, increasing water needs, especially under the pressure of climate change, are raising 

water conflicts in ES management. GF is a useful tool that can be used to express the potential groundwater 

stress in an area of interest and in parallel to highlight pressure on ES provision (C, R, E). Provisioning of C, 

R and E is closely related to the types of the land uses met in an area. In this framework, the scope of the 

present study is to assess C, R and E importance for the maintenance and protection of different types of land 

uses and in parallel to evaluate the impact of these land uses on C, R, and E availability. The assessment is 

based on experts’ opinion, so the Delphi method is adopted to gather opinions and build consensus among 

experts by using a series of questionnaires (Walters et al., 2021). Hereafter, the methodological steps of the 

assessment process as well as primary results of this study will be presented.   

2. Materials and methods

In the first step of the assessment, a structured questionnaire is developed to be distributed among the experts 

that are asked to evaluate: a) the impact of different types of land uses on C, R, E using a 3-point scale (1-

negative, 2-neutral, 3-positive impact); and b) the significance of C, R, E for the conservation and protection 

of the various land uses using also a 3-point scale (1-not at all - low, 2-moderate, 3-very important). A 

detailed level 3 CORINE land cover classification consisting of 44 land use classes is embedded in the 

analysis.  

The completed questionnaires are processed in order to investigate whether consensus has been reached. In 

Delphi method, consensus is not clearly defined. Diamond et al. (2014) report that out of 98 consensus-based 

Delphi studies, the most common definition for consensus was percentage agreement (75% median 

threshold). Therefore, 75% is set as threshold for consensus in this study also. The results of the analysis of 

the completed questionnaires indicates the end of the first round of the Delphi method and consist the basis 
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for the second round. Specifically, the questions for which consensus have not been reached are included in 

the second round of questionnaire that is distributed to a sub-group of the initial experts in the framework of 

the second round and contains feedback of the outcomes of the first round so as the experts can review their 

answers taking into consideration other experts’ opinion. Additionally, experts’ comments on the 

formulation of the questionnaire are taken into consideration and additional information is included in the 

second round of the questionnaire, wherever needed. Following second round’s statistical analysis and in 

case that consensus is not reached, a third or even a fourth round should be conducted.     

3. Preliminary results (1st round) and concluding remarks

In the framework of the 1st round, the questionnaires have been completed by 25 experts. The analysis of the 

completed questionnaires has indicated that consensus has been reached in 37.5% of the questions. These 

questions are then excluded from the second round of the questionnaire. Fig. 1 presents the preliminary 

results of the questionnaire (1st round) for the land cover “vineyards”; the results of the first round 

highlighted first the negative impact of vineyards on groundwater provision (Figure 1a), and then, no 

consensus was reached, and therefore, this question will be included in the second round. Also, for the case 

of R & E, the results do not lead to a reliable conclusion and the question should be included in the second 

round (Figure 1b). In Fig. 1c and Fig. 1d, the significance of C, R and E for the conservation of vineyards is 

pointed out. 

(a) C (b) R & E (c) C (d) R & E 

Impact of vineyards on C, R & E availability Significance of C, R & E for the conservation of vineyards 

Fig. 1. Results of the Delphi Process (1st round): Impact of land cover “vineyards” on (a) C and (b) R & E availability and significance of (c) 

C and (d) R & E for the conservation of vineyards / Results expressed in agreement percentage  

In the framework of the on-going 2nd round, the questionnaire will be distributed again to a sub-set of the 

initial to experts in order to complete a shorter questionnaire as the questions for which consensus is reached 

are not included in this round. Statistics of the 1st round will be also included in the questionnaire so as the 

experts can review their answers based on expert’s collective opinion. The analysis of the 2nd round will 

point out if there is a need to proceed with a 3rd round based on the consensus rate. Reaching consensus for 

all questions will signify the end of the assessment and the importance of GF parameters for each type of 

land use will be quantified. 
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ABSTRACT 

We present an integrated model that consists of a hydrodynamic model and a Fish Movement Model. Firstly, 

we calibrate the model using measured water velocities and fish trajectories in a part of the Konge River in 

western Denmark that is confined by 3 river sections: (1) inflow-upstream, (2) outflow towards a fish farm, 

and (3) outflow-downstream. Secondly, we perform a sensitivity analysis to identify the most significant model 

parameters. Thirdly, we apply the model to simulate fish trajectories; calculated fish numbers (1) exiting from 

the two outflows and (2) showing milling or not behaviour, are in satisfactory agreement with measured values. 

1. Introduction

Generally, we consider fish movement as a two-step process: fish (1) evaluate all agents within the detection

range of their sensory ovoid and (2) respond to them by moving. Fish movement is mainly driven by a hydraulic

stimulus that we can determine using a hydrodynamic model (HYM), while we can determine fish trajectories

using a Fish Movement Model (FMM). In this work (1) we present an integrated model that consists of a HYM

and a FMM, (2) we calibrate it (the HYM and FMM using measured water velocities that range from 0 to 2.45

m/s and trajectories of migratory fish, respectively), and (3) we apply it to simulate the fish trajectories in a

part of the Konge River in western Denmark that is shown in Fig.1 (Svendsen et al., 2011).

Fig. 1. The area of study and its bathymetry (range=0-2.05 m; red color=2.05 m; blue color=0.0 m) 

2. Materials and methods

The integrated model consists of (1) the HYM TELEMAC-2D (Galland et al., 1991) and (2) a FFM that is

based on the Eulerian-Lagrangian-Agent Method ELAM (Goodwin et al., 2006). The output of TELEMAC-

2D (steady state hydrodynamic stimulus that is the acceleration magnitude) is the input to the FMM. At each

time step and each node of the computational domain the FMM performs the following for each fish: (1) it

defines its initial position, (2) it determines its sensory ovoid that is the area in which the fish perceives the

hydrodynamic stimulus at 5 sensory, (3) it decides on its fish behaviour (B1: to follow the direction of flow,

B2: to move towards higher velocities, and B3: to swim against the flow), based on the magnitude of the

Detection Metric, (4) it calculates its velocity, its new position, and checks this position in relation to the

boundaries of the computational domain. The cross-sectional boundaries of the area of study that are shown in

Fig.2 are (1) inflow-upstream, (2) entrance to the Jedsted Mill Fish Farm, and (3) outflow – downstream.
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3. Results and discussion

Firstly, we calibrated the hydrodynamic model; we defined the velocity profile at the inflow, as shown in Fig.

2, and we calculated the velocity profiles at the 2 outflows to determine the distribution of Manning values in

the computational domain that ranged from 0.01 to 0.30. Figure 2 depicts a very satisfactory agreement

between calculated values and measurements (RMSE ranged from 0.005 to 0.016). Secondly, we performed a

Sensitivity Analysis to identify the most significant model parameters that are the threshold values th2 and th3

that modify the fish behaviour from B1 (default) to B2 and B3, respectively; the fish trajectories for the values

of th2 are shown in Fig. 3. Thirdly, we performed calculations with the calibrated model using 100 fish to

determine the fish trajectories and the number of the fish that (1) leave the area from the 2 outflow boundaries

and (2) has a milling or non-milling behaviour that are shown in Table 1. Table 1 depicts that calculated fish

percentages that (1) exit from the two outflows of the domain and (2) show a milling behaviour are in

satisfactory agreement with measured values.

Fig. 2. The measured and modeled velocity profiles at the cross-sections 

Fig. 3. Calculated fish trajectories for various values of th2 

Table 1. Percentages of fish destination preference and milling or non-milling behavior 

Fish behavior Exiting from the downstream outflow Exiting from the fish farm outflow Number of milling fish 

Measurements 67 % 33 % 34 % 

Model 60 % 40 % 29 % 

4. Conclusions

We calibrated and applied an integrated model to calculate the number of fish that (1) exit from the two

outflows of the domain and (2) show a milling behaviour are in satisfactory agreement with measured values.
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ABSTRACT 

Irgasan, ibuprofen, amoxicillin, and paracetamol have increased their use due to the pandemic. However, 

organic residues emerge as a viable treatment for their removal from wastewater. Thus, the aim of this study 

was to evaluate bibliometric-statistical analysis of scientific publications to stablish this potential use. 

Bibliometric (keywords co-occurrence) analysis used scientific publications (2010-2022) from Scopus 

database where keywords with highest occurrence were related to “adsorption” and “activated carbon”. 

Systematic-statistical analysis used articles from different scientific platforms and showed that research on the 

topic increased, where ibuprofen removal was the most studied (38.6%). The highest adsorption capacity of 

organic residues according to biomass type is obtained for herbaceous and agricultural biomass. Finally, the 

correlation analysis established that the main variable influencing the removal is the surface area. 

1. Introduction

Due to current COVID-19 pandemic, the use of pharmaceuticals and personal care products (PPCPs) has 

increased considerably. Amoxicillin, ibuprofen and paracetamol are used for general treatment of hospitalized 

patients. Also, irgasan, a potent antiseptic, is used in various toiletries, such as soap, being one of the main 

implements recommended to prevent contagion through constant hand washing (WHO, 2020). Several 

negative effects on the health of humans and animal species are attributed to these contaminants, such as 

alterations in the endocrine system and resistance to antibacterial pathogens (García-Gómez et al., 2011). 

Carbon-based materials have been widely used in the PPCPs removal through adsorption (Krasucka et al., 

2021). In general, activated carbon has been used as a high removal efficiency adsorbent, but its use is limited 

by its high investment cost (Alhashimi & Aktas, 2017). Thus, opportunities have emerged in the use of organic 

residues as an alternative material, with studies for the removal of irgasan, ibuprofen, amoxicillin and 

paracetamol through rice husks, cotton seeds, among others (Shin et al., 2020; Villaescusa et al., 2011). There 

is a lot of information, but there has not been a systematized study that evaluates the data presented in these 

publications. Therefore, this study seeks to bibliometrically analyze the available information and evaluate the 

adsorptive properties of various types of organic residues in the removal of the 4 PPCPs mentioned. 

2. Methodology

Bibliometric analysis was carried out using the scientific journal repository Scopus. The keywords used were 

"emerging pollutants", "adsorption", "organic waste", "waste water" with at least one of the emerging 

contaminants (irgasan, ibuprofen, amoxicillin and paracetamol) for the temporality between the years 2010 

and 2022. 114 scientific publications were found. Application of a keyword co-occurrence analysis was 

performed through VOSviewer software. Then, systematic analysis was carried out focusing in the specific 

temporality between 2010 and 2020 with the search results from various of the most used scientific databases. 

Information was limited according to language, publication status, type of study, contact system, residue and 

contaminant status, allowing the collection of comparable information, obtaining 80 scientific publications 

related. 

Statistical analysis (two-way ANOVA test) was carried out in the software InfoStat (2020) to establish 

significant differences (p < 0.05) between the types of organic residue and efficiency parameters (max. 
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adsorption capacity and removal percentage) for each contaminant. The database was subjected to normality 

(Shapiro-Wilks's test) and variance homogeneity (F test). Then, parametric (Fisher’s parametric test) and 

nonparametric (Kruskal Wallis test) analysis were used according to homoscedasticity of the database. Finally, 

a multiple correlation analysis (Spearman test) was performed in order to define the influential conditions in 

the removal of contaminants: material characteristics, control parameters, performance parameters and process 

efficiency.  

3. Results

Bibliometric analysis evidenced the most important concepts in the study. The term "activated carbon" had 58 

occurrences. In other categories, "pH" (26), "isotherm" (41), "Scanning electron microscopy" (27), “ibuprofen” 

(35) and “chemical activation” (12) were highlighted. The largest number of publications related to the subject

was found between the years 2018-2022, reaching 76.3% of the total, which shows that the removal of this

type of contaminants through organic residues is an emerging topic. Specifically, for the contaminants

analyzed, it was shown that ibuprofen was the one that presented the most studies in general with 38.6% of

114 scientific publications. From systematic analysis, herbaceous and agricultural biomass (HAB) represented

70% of the residues analyzed, followed by 26.7% by woody biomass (WB). Specifically, it was reported that

the most used subgroup was husks and shells with 26.9%. Also, HAB presented the best results in terms of

maximum adsorption capacity with values of 90 mg/g for irgasan, 48.2 mg/g for ibuprofen, 152.5 mg/g for

amoxicillin and 74 mg/g for paracetamol. Thus, this determines that these residues stand out with respect to

other types due to their structure and availability. WB presented similar adsorption values, due to the similarity

in the lignocellulosic composition of the materials and their texture (Crini et al., 2018). Finally, the correlation

analysis determined that the surface area is the main factor on which the removal of this compounds depends,

being related through a linear regression with the maximum adsorption capacity for the 4 emerging

contaminants studied. Thus, the activation, whether physical or chemical, plays a fundamental role in the

adsorbent properties, since it increases the surface area and the pores number of the natural residue, thus

improving the adsorbent effect (da Silva-Lacerda, 2015).

4. Conclusions

The use of organic residues for the removal of emerging contaminants is constantly growing, being an 

emerging issue motivated by its cost in relation to other technologies. Activated carbon has positioned itself 

as the most used material, and ibuprofen as the most studied contaminant in this context, with 38.6% of the 

publications studied. Agricultural organic residues have been the most studied for adsorption issues, reaching 

the highest adsorption capacity values (152.5 mg/g for amoxicillin). It is also identified that the surface area is 

the most important parameter to consider, presenting a linear relationship with the maximum adsorption 

capacity of the compounds. 

Acknowledgements 

This work was supported by FONDECYT under Grant project 11190352 and National Agency for Research and Development 

(ANID)/Scholarship Program/Doctorado Nacional/2019 under Grant 21192016. 

References 

Alhashimi, H. A., & Aktas, C. B. (2017). Life cycle environmental and economic performance of biochar compared with activated 

carbon: A meta-analysis. Resources, Conservation and Recycling, 118, 13-26.  

Crini, G., Lichtfouse, E., Wilson, L. D., & Morin-Crini, N. (2018). Adsorption-Oriented Processes Using Conventional and Non-

conventional Adsorbents for Wastewater Treatment (pp. 23-71). Springer International Publishing.  

da Silva-Lacerda, V. (2015). Aprovechamiento de residuos lignocelulósicos para la producción de biocombustibles y bioproductos. 

García-Gómez, C., Gortáres-Moroyoqui, P., & Drogui, P. (2011). Contaminantes emergentes: efectos y tratamientos de remoción. 

Química Viva, 10(2), 96-105.  

Krasucka, P., Pan, B., Sik Ok, Y., Mohan, D., Sarkar, B., & Oleszczuk, P. (2021). Engineered biochar – A sustainable solution for the 

removal of antibiotics from water. Chemical Engineering Journal, 405, 126926.  

Oliva, M. P., Corral, C., Jesoro, M., & Barajas, J. R. (2019). Moringa-functionalized rice husk ash adsorbent for the removal of 

amoxicillin in aqueous solution. Paper presented at the MATEC Web of Conferences, 268 01005. 

Shin, J., Lee, Y., Lee, S., Kim, S., Ochir, D., Park, Y., Kim, J., & Chon, K. (2020). Single and competitive adsorptions of 

micropollutants using pristine and alkali-modified biochars from spent coffee grounds. Journal of Hazardous Materials, 400, 

123102.  

Villaescusa, I., Fiol, N., Poch, J., Bianchi, A., & Bazzicalupi, C. (2011). Mechanism of paracetamol removal by vegetable wastes: The 

contribution of π–π interactions, hydrogen bonding and hydrophobic effect. Desalination, 270(1), 135-142. 

WHO. (2020). Clinical management of COVID-19: interim guidance. 

428



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

Experimental investigations on plunge pool protection measures for Ilarion Dam 

in Greece 

Romain VAN MOL1, Azin AMINI2, Kreouza MANGINA3, Giovanni DE CESARE4, Anton J. SCHLEISS5 

1,2,4,5 Ecole Polytechnique Fédérale de Lausanne (EPFL), Switzerland 

email: romain.vanmol@epfl.ch 

email: azin.amini@epfl.ch 

email: giovanni.decesare@epfl.ch 

email: anton.schleiss@epfl.ch 

3 PPC S.A., Greece 

email: k.mangina@dei.gr 

ABSTRACT 

Ilarion Dam is a 130 m high earthfill dam at Aliakmon River in northern Greece. The dam was commissioned 

in 2010. It has two spillway tunnels with ski jumps at the outlets. The two spillways are designed to release a 

total discharge of 5'500 m3/s during the probable maximum flood (PMF). During the flood events in 2013 and 

2015, where only one spillway was working, scour holes have formed inside the plunge pool and erosion was 

observed at its banks and further down the tailrace channel. After a series of preliminary numerical 

investigations on the hydrodynamic behavior of the plunging jets, a physical model was built to assess the 

stability of prims protection carpets mitigate further scour of the plunge pool. 

1. Physical model

The physical model is based on Froude’s number similarity and reproduces the last 60 m of the spillway 

tunnels, the flip buckets, the plunge pool, and some 220 m of the tailrace channel of the Ilarion Dam. 

A cost-effective solution to limit scour development is to use coarse riprap (Sá Lopes et al., 2006). It is usually 

made of rock-filled materials. The resulting non-uniform surface topography increases the roughness. This 

roughness dissipates to a higher extend the energy of moving water. Recent studies of the effectiveness of a 

riprap protection layer include case studies at the Poses-Amfreville Dam (Sixdenier et al., 2017) and the 

Beaumont-Monteux Dam (Derrien et al., 2019). Nevertheless, the block size of riprap is limited to some 5 to 

7 tons which may not resist to high-velocity jet flow impact.  Thus, a coarse protection layer can also be created 

using large concrete prisms. Such prisms show a strong resistance against high-velocity flow impact. Concrete 

prisms, obtained by dividing cubes diagonally, were successfully applied as protection of (i) alluvium 

downstream of a diversion tunnel (Emami and Schleiss, 2006 a, b), (ii) bank and bed erosion in steep mountain 

rivers (Schleiss, 1998) and (iii) scour protection downstream of high weirs (Wüthrich et al., 2021). This method 

also provides the possibility of installation during powerhouse operation without limitations on electricity 

generation. The prisms are placed in two layers. The lower one in a geometric configuration and the upper one 

in a random configuration. This results in a higher spatial density of prisms. They are also better interlocked 

than if they were placed in a more standard geometric configuration. A random configuration prevents them 

from moving during major floods. However, this arrangement has the disadvantage of being more difficult to 

implement from a technical point of view. The different size of prisms used in this experimental study are 

presented in Table 1. Assuming an average density of the concrete of 2500 kg/m3, the prototype protection 

prisms will have a weight of 13.3 tons (medium size) and 29.3 tons (large size) thus being somewhat heavier 

than the tested mortar prims in the model. 

The model equipment included a 3D scan with a Leica P20 laser scanner to survey the topography. Scans are 

taken at dry model in order to measure how the mobile bed has evolved. This makes it possible to compare the 

simulated scour with the measured one on site. The model equipment included also an ultrasonic level probe 

to follow the water level in the plunge pool and to measure the wave amplitude and frequency. Several 

scenarios were tested, first the two flood events in 2013 and 2015 recorded at the dam were reproduced to 

assess the correct behavior of the physical model. Then multiple arrangements of prisms were tested with a 

1000-year flood event to find the most resilient one. Scenarios with one vs two spillways operational were also 

tested to see if the rotational effect observed in the numerical simulation (Van Mol et al., 2022) occurred also 
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on the physical model. Finally, a wide range of flood events have been tested for the optimal configuration 

determined in the previous step. 

Table 1. Concrete prisms characteristics as tested in the model 

Type Cube size [m] Prism volume [m3] Average density [kg/m3] Average weight [tons] 

Medium (yellow) 2.20 5.32 2275 (model) 12.11 

Large (grey) 2.86 11.70 2382 (model) 27.86 

2. Main results, discussion and conclusions

The optimal configuration protects the plunge pool and the tailwater channel fully up to flood events with a 

return period of 100 years. Scour at the plunge pool bed is reported but this does not represent a safety problem 

for the dam or the ancillary structures. For bigger flood events with return periods such as 1000 years (Fig. 1) 

and 10000 years, damage was observed along the right bank of the tailwater channel. However, it remains 

contained and does not affect the integrity of the plunge pool and the safety of the dam. 

Fig. 1. Aerial view picture sequence of the plunge pool for the 1000-year flood run 

The performed tests confirm that it is mandatory to have two layers of prisms, where the lower on is partially 

buried in the relatively fine substratum as it occurs during the erosion process. Moreover, the more regular 

pattern of the lower layer allows the second layer to be particularly efficient in terms of energy dissipation due 

to form friction. As long as possible it is recommended to operate both spillways symmetrically. Indeed, this 

a simple and cost-effective solution. When both spillways are operating the rotational flow is strongly 

attenuated and the depth of the scour is considerably reduced because the material which is excavated form 

one hole with be deposited in the other and vice-versa. 
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ABSTRACT 

In this work, an adaptive fuzzy based regression is proposed to include a non-constant behavior of the runoff 

as function of the precipitation. For high precipitation, beyond a fuzzy threshold, a conventional (crisp) relation 

between precipitation and runoff is established, while for low precipitation, a curve with different behavior 

must be derived. Between these curves and for a runoff range each curve holds to some degree. Therefore, it 

can be suggested that the proposed method emanates from the physical problem itself. Hence, a simplified 

Sugeno architecture scheme is established based on only two logical rules. The training process is achieved 

based on a combination between the Particle Swarm Optimization (PSO) method and the conventional least 

square method. 

1. Scope of the article

In this article, an adaptive fuzzy based regression is proposed to represent the non-constant behaviour of the 

relationship between precipitation and runoff at the annual scale, which may be successfully described by the 

law presented in Eq. (1): 

𝐸 = 𝑘(𝑃 − 𝑃0) (1) 

where 𝐸 is annual runoff in mm, 𝑃 is annual precipitation in mm, and 𝑘 (dimensionless) and 𝑃0 (mm) are two

parameters that may be estimated through linear regression. 𝑃0  may be interpreted as a runoff threshold and

𝑘 is a runoff coefficient at the annual scale. For humid climates, where annual precipitation is always greater 

than the runoff threshold, this simple relation is always valid. However, in certain arid or semiarid climates, 

annual precipitation may be lower than the runoff threshold and this would yield negative runoff, meaning that 

the relationship may not be valid for low precipitation years. In this work, a solution is proposed for this 

problem. For high precipitation, beyond a fuzzy threshold, a conventional (crisp) relation between precipitation 

and runoff is established, while for low precipitation, a curve with lower slope must be derived. Between these 

curves, and for a precipitation range close to the runoff threshold, each curve holds to some degree.  

A simplified Sugeno architecture scheme is established based on only two logical rules. The training process 

is achieved based on a combination between the Particle Swarm Optimization (PSO) method and the 

conventional least square method. There are plenty of examples that illustrate the application of the Sugeno 

Systems to hydrological problems based on the MATLAB toolbox. Even if the errors remain within acceptable 

range, sometimes the rational and logical basis of the application is erroneous (Sen, 2010; Spiliotis et al., 2017). 

On the other hand, there are also applications of the if-then systems based on a logical explanation, but these 

lack a proper training process. The method proposed for the application presented in this work was successfully 

applied by Spiliotis et al. (2017) to assess the bedload transport in gravel-bed rivers as function of the discharge. 

2. Proposed simplified architecture οf the fuzzy rule-based system

In the proposed model, only one variable has the ability to derive the use of the proper linear relation. This

variable (precipitation) takes only two linguistic values (high and low), and thus, only two rules are applied.

Hence, there are two regions without uncertainty where only one regression equation is activated. However,

between two crisp areas (Fig. 1) there is a grey region where both rules are activated to some degree. The shape

of the membership functions μ1 and μ2 are presented in Fig.1. Let’s assume only one input variable
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(precipitation) x. For the variables β1 and β2, (decision varibles) the final output y for the input x is given as 

follows: 

Fig. 1: Architecture of the fuzzy rules 
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where x indicates annual precipitation (mm) and y indicates basin annual runoff (mm). In the coefficients α the 

first index indicates the rule whilst the second index indicates the coefficient either of the constant term (0) or 

the independent variable (1). 

3. Results

The proposed method was successfully applied to the basins of two water resource systems in Southern Spain: 

the Guadiana II and the Sierra Filabres-Estancias basins. The results are presented in Figure 2. 

Fig. 2. The proposed method and the conventional regression applied in order to assess a relation between annual precipitation and runoff in 

case of (a) Guadiana II and (b) Sierra Filabres-Estancias basins  

The results for the examined cases indicate that the proposed method simulates better the relation between the 

annual precipitation and the annual runoff compared to the conventional regression. By comparing the two 

graphs of Fig. 2, the first has a short grey region (the thresholds β1 and β2 are equal to 587.34  mm and  640.53 

mm-below the median) whilst the second grey zone has a larger range (the thresholds β1 and β2 are equal to

371.3  mm and  533.3 mm-above the median). The proposed method is suitable to estimate the annual water

wield, but it is not intended to assess the peak flow under a significant rainfall.
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The recent compromise of the European Union towards a climate-neutral economy by 2050 represents a 

major challenge for Higher Education institutions that must also incorporate climate-related contents in the 

syllabus of a number of subjects. 

The University of the Basque Country (http://www.ehu.es) is the most important University in the 

Autonomous Region of the Basque Country, Spain. The students of the Faculty of Engineering (Bilbao) in 

the last year of their studies, before becoming engineers, can select a block of subjects intended to enhance 

their knowledge on Hydraulics and Fluid Mechanics. 
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More particularly, in one of these subjects called “Management and Maintenance of Hydraulic Systems” 

students learn to solve a set of practical exercises linked to the urban water management. The methodology 

followed during the classes is Problem-Based Learning (PBL) and due to the rather small number of 

students (<15), peer-to-peer methodology is also encouraged. This means that students focus in learning in a 

hands-on way instead of memorizing facts related to water management. 

In urban water management, three hydraulic systems are connected: water supply, stormwater and 

wastewater systems. Water supply is an issue of major concern in the context of a rapidly evolving economy 

with important changes in industry needs and population numbers. Long-term changes driven by climate 

oscillations in precipitation and evapotranspiration have an impact on water availability for all kind of 

human uses.  

For this reason, if water shortage is to be avoided, information on future projections must be incorporated 

by decision makers and stakeholders into the long-term hydraulic planning of any region or country. 

Recently, the International Panel of Climate Change (IPCC) has released the AR6 report with updated 

climate projections that can be used to estimate future projections for a region like the Iberian Peninsula 

(figure 1) 

In the subject “Management and Maintenance of Hydraulic Systems” in the framework of the PBL 

methodology, a specific problem has been incorporated to teach students how to understand what climatic 

models are and how to extract sensible information on future projections of water availability. The last step 

includes how to include this information into the long-term planning of water supply in several regions of 

Spain  

Incorporating climate change contents in a completely practical way, has been most welcomed by 

students. To that purpose, the PBL methodology has proven an appropriate tool, thus exhibiting again all its 

potential as an educational tool in engineering studies. PBL can provide an easy adaptation to a 

continuously changing professional environment where new challenges –like climate change impacts- must 

be addressed from both, a technical and economical point of view. 

For this reason, the PBL methodology contributes to minimizing the gap between theoretical education 

and real-life problems for future engineers dealing with future water availability planning in a context of 

climate-driven changes that they must know how to deal with.   

Keywords—Climate change. Water management. PBL. 
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ABSTRACT 

A recent approach to cluster rivers into macrohabitat types according to their expected fish community offers 

a reference benchmark in form of expected quantitative habitat structure for European rivers. For two alpine 

rivers in Austria, mountain river in Ireland, lowland river in Poland, and Mediterranean river in Spain, habitat 

distributions have been assessed using the MesoHABSIM model. High similarity between the observed habitat 

structure and the habitat structure defined for these macrohabitat regions could be observed. 

1. Introduction

Habitat models are powerful tools for planning and assessment in river management. However, it can be 

difficult to identify or define target fish species for which such models should be developed. Regional 

approaches to cluster rivers according to their similarities have been proposed and gained attention in recent 

studies in order to facilitate river management on a continental scale (river clustering: Arthington et al. (2006), 

ELOHA  approach: Poff et al. (2010), e-flow definition: Parasiewicz et al. (2018)). Such an approach was 

established within the H2020-project AMBER, where European rivers have been clustered into macrohabitat 

types representing regions with similar composition of fish habitat-use guilds (Fish Community Macrohabitat 

Types (FCMacHT)). The determinants of the classification are macroscale geographical attributes such as 

slope, watershed area and gradient (Parasiewicz et al. in review, Coghlan et al 2020). It can be assumed that 

the composition of fish guilds corelates with the habitat structure, which means that the most common species 

also inhabit the most common habitats or expressed differently, the natural habitat structure supports the 

predominant fish assemblage (Parasiewicz 2007b). The hypothesis of this study is therefore, that the fish 

habitat distribution observed in the river should correspond with those predicted by FCMacHT model.  

2. Material and Methods

The MesoHABSIM model (Parasiewicz 2001, 2007a) was applied at two Austrian rivers, Leutascher Ache 

and upper Inn. Within the AMBER project also the Munster Blackwater River in Ireland, Vistula River in 

Poland and the River Guadalhorce in Spain have been analysed the same way. The FCMacHT regions to which 

the five rivers belong are shown in Table 1 (Parasiewicz et al. in review, Coghlan et al 2020). 

Hydromorphologically all analysed river stretches are not heavily modified or were subject of restoration 

measures in the past. It was evaluated for each site, if and to which proportion the observed habitat features 

present suitable habitats for the fish community as defined by FCMacHT. For this evaluation the affinity index 

model was used (Novak und Bode 1992). 

3. Results

Table 1 shows the range of the affinity index observed for the five different rivers. Figure 1 shows the 

proportions of the observed habitats which provides suitable habitats for the three individual fish habitat-use 

guilds for a range of flow conditions of 5-60 l/(s∙km²) for the Inn River and the Leutascher Ache River. The 

composition of the expected habitat-use fish guilds for this FCMacHT region is shown in the first column of 

Fig. 1. In addition, Fig. 1 includes affinity indices, which show how strong the compositions of the proportions 
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correspond to those defined by FCMacHT for each specific flow condition. In particular for these two rivers, 

high correlations of 77.1-86.4% for Leutascher Ache and even 80.4-98.7% for Inn River could be observed. 
Table 1. Affinity Index and FCMacHT classification ranges for the four rivers 

River FCMacHT Affinity Index [%] 

Leutascher Ache (Austria) Mountain, Alpine Rivers 77-86 

Inn (Austria) Mountain, Alpine Rivers 80-99 

Munster Blackwater (Ireland) Pan-European calcareous headwaters 73 

Vistula (Poland) Central European submountain and highland 66-72 

Guadalhorce (Spain) Mediterranean mountain and upland 75-76 

Fig. 1. Observed habitat compositions and defined habitat compositions in FCMacHT for the Inn River and the Leutascher Ache River for 

different flow conditions of 5-60 l/(s∙km²) 

4. Discussion and Conclusion

For the five rivers, the proportions of the suitable habitats for each guild are similar to the proportions of these 

guilds within the defined fish assemblage. This is shown by the high affinity indices. Therefore, the five river 

stretches provide suitable habitat for habitat-use guilds, which are expected in these rivers. As all river stretches 

are not heavily altered, the observed high affinity indices show the validity of the definition of such 

macrohabitat regions together with the definition of the assemblage of the fish habitat-use guilds for these 

regions. This is especially significant as, for example the two alpine rivers, have different characteristics in 

regards to catchment size, flow values, fish species and hydrological regimes. In addition, even for the 

anthropogenically restored stretch such as the at the upper Inn River or Munster Blackwater suitable habitat 

occurs for the defined guilds which highlights the importance and effectiveness of restoration measures even 

in spatially limited areas. Within the AMBER project, several anthropogenically impacted rivers have been 

analysed as well and showed much lower affinity indices. This FCMacHT has therefore the potential to 

facilitate river management in regions where specific data on fish species is missing and provides reference 

conditions for anthropogenically altered rivers. It can be used as a benchmark in the design process of 

restoration measures or the determination of environmental flows. 

Acknowledgements 

The study is based on data obtained within the two projects AMBER and FIThydro which have received funding from the European 

Union’s Horizon 2020 research and innovation programme under grant agreement No 689682 and 727830, respectively. We thank all 

project partners for their support and expertise. 

References 

Arthington AH, Bunn SE, Poff NL, Naiman RJ (2006) The challenge of providing environmental flow rules to sustain river ecosystems, 

Ecological Applications, 16 (4), 1311–1318 

Coghlan B, Morrissey B, Rodriguez Ruiz C, Fleming C, Bubb D, Oliveira E. de, et al. (2020) D4.2 Report of Case Studies 

Demonstrating the Effects of Barrier Removal, Mitigation and Installation, AMBER Project Deliverable 4.2 

Novak MA, Bode RW (1992) Percent Model Affinity: A New Measure of Macroinvertebrate Community Composition, Journal of the 

North American Benthological Society, 11 (1), 80–85 

Parasiewicz P (2001) MesoHABSIM: A concept for application of instream flow models in river restoration planning, Fisheries, 26 

(9), 6–13 

Parasiewicz P (2007a) The MesoHABSIM model revisited, River Research and Applications, 23 (8), 893–903 

Parasiewicz, P (2007b) Using MesoHABSIM to develop reference habitat template and ecological management scenarios, River 

Research and Applications, 23 (8), 924–932 

Parasiewicz P, Prus P, Suska K, Marcinkowski P (2018) “E = mc2” of Environmental Flows: A Conceptual Framework for Establishing 

a Fish-Biological Foundation for a Regionally Applicable Environmental Low-Flow Formula, Water, 10 (11), 1501 

Poff NL, Richter BD, Arthington AH, Bunn SE, Naiman RJ, Kendy E, et al. (2010) The ecological limits of hydrologic alteration 

(ELOHA): a new framework for developing regional environmental flow standards, Freshwater Biology, 55 (1), 147–170 

Parasiewicz P, Belka K, Łapińska M, Ławniczak K, Prus P, Adamczyk M, Buras, et al. (in review). Over 200,000 kilometers of river-

fish habitat is lost to impoundments in Europe. Nature  

436



DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

Identification of the kind of sorption isotherm and its parameters by a Bayesian 

formulation of the Ensemble Kalman Filter  

Alicia SANZ-PRAT1, J. Jaime GÓMEZ-HERNÁNDEZ1 

1 Research Institute of Water and Environmental Engineering, Universitat Politècnica de València, Valencia, Spain 

email: asanpra@iiama.upv.es 

ABSTRACT 

1. Motivation

The effects on human health and environmental systems resulting from anthropogenic contamination (e.g., 

emerging organic contaminants, heavy metals, microplastics) in soil and aquifers are still unknown, especially 

when their presence in nature may last up to decades due to complex reactive processes along their transport 

in groundwater as solved-precipitated compounds. Under uncertain scenarios driven by Climate Change, such 

mechanisms may be affected by forecasted lower water table levels and higher temperature ranges in the 

groundwater. Current official estimations establish in over 2500 million of potentially contaminated sites 

distributed throughout Europe, wherein source identification and delineation of the affected area may have 

socio-economic and legal implications. In this context, the protection of the environmental, social, and 

economic services of the natural resources is identified as of vital importance in the Sustainable Development 

Goals SDG6- Clean water and sanitation, and SDG15- Life on land. 

However, when a contaminant event is detected, consequent decisions rely on commonly sparse databases to 

define the status of soil and aquatic ecosystems. Despite constrained model assumptions and demanding 

computational time, hydrogeology stochastic inverse models (SIM) are considered excellent methodologies to 

extract consistent and valued input parameter information from non-sampled areas by analyzing predictive 

responses of the system in comparison with actual observed responses. The Forensic Hydrogeology project 

(FORENSHYD) attempts to contribute with a next step toward pioneer technologies yielding reliable reactive 

compound simulations will enhance the efficiency of water management administrations.  

2. Objective

The main objective of FORENSHYD is to answer where, when, and how much contaminant has been 

discharged into an aquifer using the ensemble Kalman Filter (EnKF) for reactive transport inverse modeling. 

In this study, we focus on the sorption processes, as those are commonly relevant at field scale. We propose 

merging the EnKF with Bayesian Probability Theory (Evensen, 2009) to estimate both the sort of isotherm 

sorption processes, as well as the magnitude of their parameters. The application of such achievement may 

clarify preliminary conceptual models and simplify the calibration processes in the site studies of the 

InTheMED project. 

3. Methodology

The EnKF starts with initializing the model parameters, followed by iterated steps of (i) prediction of the state 

variables by direct modeling from time k = 0 and (ii) updating the estimated values of the parameters from 

the deviations between observations and predictions. Parameters and corrected variables serve as input data in 

the next iteration at time k + 1. The novelty of this work lies in using Bayesian statistics, as the maximum 

likelihood estimator, to optimize the fitting between observed and simulated concentrations. The method 

assumes that for each sorption isotherm type: lineal, Freundlich and Langmuir, there is a probability density 

functions defined by statistical parameters. Such parameters are included in the parameter vector to update 

during the iteration of the EnKF. The method is demonstrated in numerical scenarios of isotherm sorption 
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systems in two dimensions of increasing complexity subject to coupled nonlinear physicochemical processes, 

heterogeneous media, and dynamic environmental conditions.  
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ABSTRACT 

The aim of this work is the performance evaluation, under rare rainfall events, of the stormwater drainage 

system of the city of Argos, Argolis region, Peloponnese, Greece. For this purpose, the system is modelled 

using the software package SWMM. Synthetic storm hyetographs for return periods from 5 to 100 years are 

constructed based on the generalized Intensity-Duration-Frequency (IDF) curve that is available for the city, 

as well as limited information and assumptions regarding the system itself. System performance is evaluated 

using four indices based on statistics of both peak flow velocity in underground conduits and flood duration 

at system manholes. These indices revealed serious deficiencies of the system, which appear even for low 

return periods (e.g. 5 years). 

1. Methodology

1.1. Design hyetographs and flood simulation 

Flow simulations in the studied system are performed using the Storm Water Management Model (SWMM) 

of EPA (2015). Synthetic storm hyetographs are constructed using the Alternating Block method and the 

official Intensity-Duration-Frequency (IDF) curve (Ministry of the Environment and Energy, 2018) for storm 

durations of 1, 3, 6 and 12 h and return periods of 5, 10, 25, 50 and 100 years. The hyetograph time step is 10 

min, while the dual system option is selected to allow floodwaters at manholes to be routed through the 

urban street network. The latter is necessary since, even for flood events of low return period, many conduits 

are surcharged, causing manhole overflow (as covers are blown out of the ground) and overflowing . As a 

result, it is more realistic to consider two parallel networks, one for the underground pipes and another for 

the street network of open channels. 

1.2. Performance indices 

In this study elementary indices are used, which directly reflect the compliance of the studied system with 

typical performance requirements. By adopting the maximum permissible and minimum required flow 

velocity of 6.0 m/s and 0.6 m/s respectively (Presidential Decree 696/74, 1974), the exceedance frequency of 

peak flow velocity over 6.0 m/s, PU, indicates pipe erosion risk, while the exceedance frequency of peak 

flow velocity below 0.6 m/s, PL, can inform us about sewers with acute self-cleansing problem. In addition, 

the median flooding duration of manholes, FDm, is employed with the purpose to assess the level of 

disturbance in the studied urban environment. Moreover, flood duration is employed for the assessment of 

the percentage of manholes that are flooded, PF. More advanced performance indices are given by Kourtis 

(2021) and Kourtis and Tsihrintzis (2021). 

1.3. Study area 

The study area covers the city of Argos bounded from southeast by the Torrent Xerias. It has a total extent of 

440 ha and is drained to the above torrent through three distinct outlets (Kotsovos, 2022). The area includes 

an urban part of 288 ha and a peri-urban one (152 ha). The total length of sewers is 31.6 km. A map from the 

Municipal Water Supply and Sewerage Company of Argos and Mycenae formed the basis for drafting the 

system layout. This information was later completed using assumptions about the depth of manholes, the 

length of conduits and various other features of the system. Since no information on urban watersheds was 

available, these are extracted from the Digital Elevation Model of the Hellenic Mapping and Cadastral 

Organization. Part of the entire model of the study area is shown in Fig. 1. 
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Fig. 1. Part of the model of the study area within SWMM; basins (subcatchments) are coloured according to their area, manholes (nodes) 

according to their elevation of invert and conduits (links) according to their maximum depth of cross section. 

2. Results

Simulations allowed obtaining discharge hydrographs and water volumes for all system outfalls, the 

maximum flow at each outfall, the flow velocity and flow depth in the conduits and the flood duration at 

manholes. Model results were undergone post-processing to assess performance indices defined in 

subsection 1.2 and depicted in Table 1.  
Table 1. Performance indices for the studied system 

Index of subsection 1.2 
Return period (years) 

5 10 25 50 100 

PU <0.002 <0.002 0.006 0.006 0.008 

PL 0.096 0.086 0.070 0.062 0.060 

FDm (h) 0.01 0.10 0.17 0.30 0.35 

PF (%) 66 74 89 95 100 

3. Concluding remarks

Results presented in Section 2 indicate that the studied drainage system is incapable of conveying storm 

water safely to the system outfalls even for events of low return period. Peak flow velocity exceedances over 

the safe limit are very rare unlike the frequency of insufficient flow velocities for conduit self-cleansing 

which is significant. Manholes are inundated to a high percentage even for the low return period of 5 years 

and progressively the whole sewer network is flooded up to the 100-year period storm event. This deficiency 

is due to insufficient dimensions of pipes and manhole depths for most of pipes. As a result, streets are 

flooded even for low return period events. 
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ABSTRACT 

The preparation of an accurate bathymetry is of paramount importance for flood modeling. A recurrent flaw 

of LIDAR-derived Digital Elevation Models (DEM) is a wrong representation of bed bathymetry due to the 

presence of water along rivers, that prevents a careful reproduction of the actual bed morphology and 

consequently an incorrect estimation of the conveyance. This contribution provides a simple algorithm 

designed to tackle this problem that can be applied when land surveyed cross sections are available to 

complement DEM data. The proposed algorithm, that requires the coupled use of both a 2D Shallow Water 

Equations solver and a GIS software, is successfully applied to a 37 km long stretch of the Mella river 

(Northern Italy). 

1. Introduction

The European legislation 2007/60/EC prescribes the review of the hazard maps and flood risk maps every six 

years in order to take into account the impact of climate change, availability of new data and the increasing 

knowledge on hazard computation and flooding risk. There is a fundamental agreement on the procedure to 

compute hazard maps using suitable mathematical models (typically, the Shallow Water Equations, SWE) and 

the quality level that can be obtained is potentially very good provided that the description of the floodplain, 

watercourse and hydraulic structures present along the area of interest is accurate. Accordingly, DEM produced 

with LIDAR survey provides a detailed description of the floodplain topography but, on the other hand, the 

description of the river bathymetry could be unrealistic, mostly as consequence of the use of lasers based on 

red light, unable to penetrate water bodies. The consequence of the poor description of the riverbed is an 

unrealistically low conveyance that can be measured in correspondence of the surveyed cross sections where 

the riverbed elevation is known, thus suggesting the need of the correction of the bathymetry. In the literature, 

several methods are proposed to tackle this problem as a function of the data available; for instance, when only 

the DEM is available, typical procedures are based on the estimation of the water normal depth using Manning 

equation with simplified cross sections and a reasonable guess on the discharge value (e.g., Roub et al., 2012; 

Bhuyan et al., 2015). When both surveyed cross section and DEM are available, a different kind of 

interpolation can be done in order to reconstruct the bathymetry of the river to be substituted into the original 

DEM (Dysarz, 2018; Merwade et al., 2008; Caviedes et al., 2014). In this contribution we provide a simple 

method to improve the description of the river bathymetry in a DEM, that can be used when the data is properly 

filtered from vegetation and a set of topographically-surveyed CSsur are available. The method uses the 

information obtained by a low-flow simulation with a 2D SWE solver. 

2. The Algorithm

The proposed algorithm for the improvement of a river bathymetry within a raster DEM (DEMori, in the 

following) requires the use of a GIS software and of a 2D SWE solver along with a set of n rectilinear cross 

section (CSsur in the following) of the watercourse. The steps that compound the algorithm can be summarized 

in the following points: 

1. In order to identify the subset of cells of DEMori representing the bed of the river a 2D simulation is

performed with a suitably chosen low flow Q, such that the riverbed only is flooded by water. Using

the results of this simulation, the shapefile of the outline of the flooded domain (SHPfld) is obtained.

2. A set of n cross sections (CSDEM) is extracted from DEMori in correspondence of the available CSsur,

limiting their transversal extent lj (where j is the index of the CS) to the outline of the previously

identified flooded domain. Then, for each cross section, the average vertical offset ∆zj is computed.

441

mailto:marco.pilotti@unibs.it


DIVANI CARAVEL HOTEL - ATHENS, GREECE
SEPTEMBER 7-9, 2022

Innovative water management in a changing climate

IAHR 2022 | Abstract Book

3. A fictious channel is built, made up of rectangular cross sections of depth ∆zj with the same width Lj

and position of the CSsur set. Then, the geometry of the fictitious channel is converted to a raster file,

called DEMoffset.

4. DEMoffset is clipped using the polygon SHPfld. Then the final corrected DEM (DEMcorr, in the following)

is built as the difference of elevations between DEMori and the clipped DEMoffset.

3. Application to the Mella river

The Mella river is a pre-alpine Italian watercourse in the province of Brescia, one of the most strongly 

urbanized areas of northern Italy. This area is covered by a 0.8 m grid LIDAR DEM surveyed in 2009. In our 

test, a 37 km long stretch of the river was considered. Along the same stretch of the river, 120 CSs were 

surveyed in 2002, with a lateral extension that typically covers the floodplain for a width 4 times larger than 

the river bed. The proposed algorithm was applied with a positive result, as shown by the comparison of the 

cross sections extracted from DEMori and DEMcorr (CSDEM and CScorr, respectively) in correspondence of CSsur 

(see Fig. 1). The geometry of CScorr is very close to the corresponding CSsur, leading to stage-conveyance 

curves that are in very good agreement. 

Fig. 1. Plan view of CSs ME 083 (a), ME 067_1 (b), and ME 042 (c) from the Mella river test case with indication of the flooded area and of 

the part of the CS representing the river bed. The CSs geometry extracted from DEMori and DEMcorr and the stage-conveyance curves are 

compared to the data from CSsur (d, g: CS ME 083; e, f: CS ME 067_1; f, i: CS ME 042). 

4. Conclusions

The proposed simple methodology relies on the availability of surveyed CSs and of a DEM filtered from 

vegetation. In particular, the methodology takes advantage of the information obtained by a 2D flood 

simulation that is also the final goal of the DEM improvement activities. Accordingly, this step is not to be 

considered as an overburden but as a preliminary activity (to be possibly performed with a simple parabolic 

model) that anticipates a necessary step of the overall workflow. On the contrary, the 2D simulation gives a 

physical basis to the methodology and captures automatically the possible river planimetric width variability 

or the presence of islands between two consecutive CSsur, providing a careful reconstruction of the river bed. 

On the other hand, a 1D reconstruction of the watercourse, based on the interpolation of the CSsur set only, 

could miss this aspect. 
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ABSTRACT 

In this study, the SWAT model was used to simulate the hydrological components of an experimental 

catchment with urban and peri-urban characteristics. Daily and hourly precipitation inputs were used for 

discharge simulation. Sensitivity analysis, model calibration and validation were performed using the SUFI-2 

algorithm in the SWAT-CUP program. Both models showed satisfactory perfromance, however, the daily 

model outperformed the hourly model (e.g., daily model: NSEcalibration = 0.65 and NSEvalidation = 0.78; hourly 

model: NSEcalibration = 0.49 and NSEvalidation = 0.6). The water balance results indicated that the total water yield 

of the hourly model was higher than the total water yield of the daily model. Actual evapotranspiration 

contributed a large amount of water loss from the catchment, about 60% for the daily model and 53% for the 

hourly model. The simulated hydrological components provide knowledge to understand the catchment 

characteristics. The satisfactory outcomes of this study suggest that the SWAT model is an appropriate tool to 

predict water balance components to support future urban development planning and strategies in the region.  

1. Introduction

SWAT (Soil and Water Assessment Tool) is a physically based, continuous time river basin model which has 

been developed to predict the influence of management practices on water resources (Arnold et al., 2012). In 

the SWAT model, the catchment is delineated in sub-basins, which are further divided into hydrologic response 

units (HRUs) according to elevation, slope, land use and soil attributes (Neitsch et al., 2011). The water balance 

is simulated separately for every hydrologic response unit (HRU). In this study, the SWAT model was applied 

to simulate the hydrological components of an experimental catchment with urban and peri-urban 

characteristics located in Athens, Greece. The main objectives were: to (i) evaluate the performances of the 

daily and hourly models for discharge simulation; and (ii) investigate the suitability of the SWAT model for 

the estimation of the major hydrological components.  

2. Materials and Methods

The experimental study site is a sub-basin (140 km2) of the Kifissos River basin (380 km2) and the elevation 

ranges from 94 m to 1399 m (south to north). The mean annual rainfall is 643 mm and the mean annual 

evapotranspiration is 483 mm. The urban areas, shrubland and agriculture account for 34.1, 15.9 and 12.4 % 

of its land cover, respectively. The input data include a digital elevation model (30 m × 30 m, US Geological 

Survey, USGS), a land use map (100 m × 100 m, Corine Land Cover, CLC, 2018) a soil map (30 arc seconds, 

Food and Agriculture Organization, FAO) meteorological data   and discharge data. 

The study site was delineated into 25 sub-basins and into 175 hydrologic response units. The Penman-Monteith 

method was used for the estimation of the potential evapotranspiration, the Curve Number (CN) method for 

the daily model and the Green and Ampt Mein Larson (GAML) method for the hourly model were used for 

the surface runoff estimation, and the variable storage coefficient method was used to calculate the channel 

routing. The models were calibrated for 2018 and validated for 2019 for streamflow, with the SUFI-2 algorithm 

in the SWAT-CUP program (Abbaspour et al., 2007). In SUFI-2 the uncertainties of the parameters are 

calculated at the 2.5% and 97.5% levels of the cumulative distribution of all output variables, which is referred 

to as the 95% prediction uncertainty (95PPU).  

3. Results and Discussion

The daily model showed better performance than the hourly model (e.g., daily model: NSEcalibration = 0.65 and 

NSEvalidation = 0.78, hourly model: NSEcalibration = 0.49 and NSEvalidation = 0.6). Figure 1 presents hydrographs of 

the two models at the outlet of the study area. The daily model simulated with more accuracy the discharge 
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peaks, although both models captured the patterns, seasonality and the trend of the observed data. According 

to guidelines (R2 > 0.60, NSE > 0.50, and PBIAS ≤ ±15%) by Moriasi et al. (2015), the models presented 

satisfactory performance for both calibration and validation periods. 

The sensitivity analysis processes showed that the most sensitive parameters for the daily model were 

connected to groundwater, channel routing and surface runoff, and for the hourly model, they were all related 

to channel routing. The differences in the sensitivity of the parameters reflect the different surface runoff 

estimation method used by the two models (Boithias et al., 2017). The mean annual water yield of the hourly 

model (254 mm) was higher than the mean annueal water yield of the daily model (207 mm) which resulted 

in a higher total simulated discharge for the hourly model. In addition, the largest amount of water loss from 

the study area was due to actual evapotranspiration. The mean annual actual evapotranspiration for the daily 

model was 439 mm (about 60%) and for the hourly model was 389 mm (about 53%). The soil water content 

and percolation components were estimated at 131 mm and 86 mm for the daily model, and 91 mm and 165 

mm for the hourly model, respectively. The different values of the hydrological components of the two models 

could be attributed to the different calibrated ranges of the parameters controlling the water balance (Jin and 

Jin, 2020).   

Fig. 1. Observed and simulated daily (a) and hourly (b) discharge during calibration and validation periods. 

4. Conclusions

In this study, the SWAT model was applied for discharge estimation of an experimental catchment using daily 

and hourly rainfall inputs.  The findings of the sensitivity analysis process indicate that the operational time 

step affects the sensitivities of the parameters to the model outputs and demonstrate the need for different 

management strategies for the simulation of hourly models. The water balance estimation provided essential 

knowledge and contributed to the understanding of the earth-surface processes and the mechanisms controlling 

discharge. The satisfactory performances of the two models suggest that the SWAT model is a reliable and 

promising tool to predict hydrological components in an urban/peri-urban environment. 
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ABSTRACT 

In the area of Dalmatia, southern Croatian region, there are at least 100 karst fields (poljes), whose areas vary 

from 10 ha to 9,500 ha. Eleven fields have an area of more than 1,000 ha. The largest field in Dalmatia is 

Imotsko-Bekijsko polje with an area of 9,500 ha, located on the territory of two countries - Croatia and Bosnia 

and Herzegovina. The fields in the Dinaric karst represent the areas with the most favourable living conditions. 

Therefore, settlements have been formed along the edges of the fields since ancient times. They are usually 

elongated in one direction (NW - SE), surrounded by bare and sometimes inaccessible rocky terrain, and 

covered with fertile soil, so they have a huge social and economic role. Almost all fields in the Dinaric karst 

are occasionally exposed to flooding in the colder and wetter part of the year (from October to April), although 

significant water management works have been carried out on some of them so far. This has significantly 

improved the situation in some fields, by significantly increasing the security of flood protection, reducing 

damage to agriculture and water management, and in some places significant water reserves for water supply 

and irrigation. However, Dalmatian fields are still exposed to occasional flooding in winter and drought in 

summer. 

1. Karst poljes in Dalmatia

A karst field can be defined as a depression in a carbonate massif, with fertile soil and a relatively slight slope. 

Numerous hydrological and hydrogeological forms are present in karst fields, such as permanent and 

occasional springs, permanent and occasional watercourses, ponors, estavelas, etc. with very complex and 

variable hydrological relations (Bonacci, 1987). 

Karst fields exist in many parts of the world, including the Mediterranean countries, among which the largest 

number of classic karst fields occur in the Dinaric area. The Dinaric karst covers almost half of the territory of 

the Republic of Croatia, including the whole of Dalmatia, the southern Croatian region. In the Dinaric karst, 

the fields represent the areas with the most favorable living conditions. In the area of Dalmatia there are at 

least 100 karst fields with an area of more than 10 ha. Eleven fields are larger than 1000 ha (Table 1). Almost 

all fields in the Dinaric karst are occasionally exposed to flooding in the colder and wetter part of the year 

(from October to April), although significant reclamation works have been carried out on some of them so far. 

The only exception is Sinjsko polje, where the protection against external waters and the drainage system have 

been completely completed. 

Floods cause great material damage, especially in agriculture. Therefore, man has always performed numerous 

interventions in the fields with the aim of improving the hydrological regime, in order to reduce the spatial 

coverage and duration of floods. At first, these were some minor interventions, such as increasing the capacity 

of the ponors, regulation of watercourses, etc. With technological development, interventions and facilities 

become larger and more complex. From the middle of the 20th century until today, numerous hydro-technical 

facilities have been built, which has significantly improved the general situation in the Dalmatian karst fields. 

In terms of flood protection, these are: reservoirs, retentions, tunnels, embankments, channels, etc. In addition, 

the flood protection program includes works such as: regulation of watercourses as well as cleaning and 

arranging natural ponors. 

2. Case studies

Several large hydraulic facilities have been built for flood protection in the Imotsko-Bekijsko polje. The first 

such facility was the Petnjik tunnel from 1951, which was constructed to drain the southeastern lowest part of 

the field, with a capacity of 40 m3/s. After that (in 1950s), two retentions of Rastovaca and Prolosko blato for 

receiving large waters were completed. The works were continued after a long time, so three reservoirs were 
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made in the upper part of the catchment area, in the period from 1989 to 1994, namely: Ricice (Volume V = 

35.2 Mm3, year of construction 1989), Tribistovo (V = 5 Mm3, 1990) and IGM (V = 0.13 Mm3, 1994). The 

construction of major facilities in this water management system ending in 2004 when HEPP Pec Mlini started 

to work, whose supply tunnel (capacity 30 m3/s) set parallel to the tunnel Petnjik. 

Before the construction of the tunnel Petnjik (1951) field was flooded almost every year. Thus, the largest 

recorded flood before the construction of the tunnel was in winter 1934/35 when the maximum coverage of 

the flood was 5,333 ha (56% of the field), and the total duration of approximately 6.5 months (Ljubenkov, 

2015). In the following period (from 1951 to 1989), after construction the tunnel Petnjik and before 

construction the Ricice retention, the largest flood recorded in winter 1959/60. The maximum coverage of the 

floods was 4,097 ha (43% of the field), and total duration was 89 days. In the next period (1989 -2004, after 

the construction of the reservoir Ricica and before HEPP Pec Mlini) the maximum flood was registered in 

January 1996, with area of 2,035 ha. In the present conditions, after HEPP construction the largest flood was 

in January 2010 which included 2,676 hectares (28% of the field), and the corresponding amount of water was 

57 Mm3. The duration of the flood, there was only 23 days (Ljubenkov, 2015). 

In December 2020 and December 2021 many fields were flooded in Dalmatia. The large floods of the Vrgorsko 

polje and the Rastok were recorded in December 2020, as well as flooding of many small fields in the middle 

and south Dalmatia. Dicmanjsko polje near Split was flooded both time in 2020 and 2021. The largest historical 

flood of Dicmanjsko polje was in December 2021, with a flooded area of about 230 ha (14% of the field). 

3. Conclusion

Almost all fields in Dalmatia are exposed to occasional floods. Since this is a karst area, it is a very complex 

process of surface and underground runoff. Many facilities have been built so far, which have increased the 

level of flood protection in some fields. On the other hand, some fields have remained almost intact so far with 

natural runoff conditions. 
Table 1. The largest karst fields in Dalmatia 

Field (polje) Area (ha) Elevation (m a.s.l.) 

Imotsko-Bekijsko 9,500 250-270

Sinjsko 7,290 290-295

Vransko 3,580 0-20

Lišansko 3,510 100-150

Petrovo 3,490 250-280

Vrgorsko 3,010 20-28 

Kosovo 2,340 220-250

Konavosko 2,120 50-70 

Hrvatačko 2,000 300-310

Rastok 1,700 60-70 

Dicmanjsko 1,700 310-350
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ABSTRACT 

1. Introduction

Extreme floods have become more frequent and severe in the recent years exacerbated by climate change. 

There are numerous recent examples of major floods such as the July 2021 catastrophic flooding events in 

Germany, Belgium and in China, or the April 2022 floods in South Africa. These extreme events caused human 

casualties, high economical costs and damages in sensitive areas. To design appropriate mitigation measures, 

especially with increasing urbanization and decreasing infiltration rates, numerical models are proactive tools 

widely used. 

This study investigates the September 8th and 9th France flooding event in France. During this extreme event, 

historical records of more than 130 mm of rainfall in two hours were locally measured at Agen, causing 

exceptional runoff. The main objective of this study is to propose an approach to test the ability of the 

TELEMAC-2D depth-averaged computation code, (www.opentelemac.org) to simulate runoff on a large 

catchment with a good accuracy both for discharges and water depths and evaluate the computation cost, 

necessary for practical applications. A physically based model allows using water depths and spatialized 

velocities data in the catchment with a better accuracy than the widely spread conceptual rainfall-discharge 

models. Some rainfall-discharge models using the Shallow Water Equations (SWE) in 2D, using finite volume 

schemes with hydrostatic reconstruction (Chen et al., 2017) have already been used successfully for extreme 

events on rather small catchments up to 100 km² (Taccone et al., 2020; Brigode et al., 2021; Yassine et al., 

2021), but there is still a need to test and extend the methodology for larger catchment cases. 

In this study a global methodology is proposed to model runoff on a large catchment. It will be described the 

process of cutting the catchment in sub-catchments for implementing a physically based model of this scale. 

2. Material and method

2.1. Description of the study domain  

Agen is located in the South-West of France within a large catchment being rather downstream of the Garonne 

River. The discharge data are not available at the hydrometric station of Agen, so the outlet of the catchment 

has been placed downstream of Agen which represents a catchment of 50 558 km². Waterways’ discharge and 

water depths are recorded by hydrometric stations that are freely available on a national database 

(hydro.eaufrance.fr). 

2.2. Available data 

One of the main issues is to treat and retrieve the data on such a large scale. For the topography, which is a 

key parameter when it comes to runoff with SWE, Digital Elevation Map is available at 1 m resolution for 

France through lidar produced by the National Institute of Geographic and Forest Information (www.ign.fr). 

Rainfall data can be extracted from radar products by “Météo France” at 1 km resolution every 5 min or from 

satellites products with the Global Precipitation Measurement Program from the NASA at a resolution of 10 

km every 30 min. The land use is extracted from the Corine Land Cover (CLC) 2018 product provided by 

Copernicus Mission at a resolution of 100 m and the soil hydrological groups from the Food and Agriculture 

Organization at a resolution of 250 m.  
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3. Preliminary results

The preliminary analysis shows that on rather small catchment of around 1 000 km², a mesh with a resolution 

of 25 m is needed to obtain the convergence of the discharge at the outlet of the catchment. It could be expected, 

to have convergence on larger catchment with a coarser mesh because of phenomenon of compensation 

between the different areas, but it was not the case, thus the use of 25 m resolution mesh at least is needed for 

larger catchment to model the appropriate discharge at the outlet. For the bottom friction, using Manning-

Strickler law is not suited for this type of model because of the resolution of the mesh which is larger than the 

width of most rivers and the resolution of the CLC map that is not fine enough. Thus, other friction laws such 

as Lawrence model have been evaluated in this study. 

Directly simulating runoff over a catchment of 50 558 km² is not recommended. Indeed, with more than 170 

million elements in the mesh, the computational cost is too important even with the use of High-Performance 

Cluster (HPC) leading to days of simulation with thousands of processors. 

Moreover, it has been underlined that for representing with a good accuracy the runoff, the mesh needs to be 

constraint by the hydrographic network. However, GIS software such as QGIS (www.qgis.org) is unable to 

extract this network and cannot apply some pretreatments with rasters that have too many cells. 

In view of these difficulties, it is proposed to delineate the catchment in smaller sub-catchments as shown on 

Fig. 1. This methodology allows extracting much more easily the data and the hydrographic network while 

using less processors, and more importantly calibrating the models by sub-catchments with intermediate 

hydrometric stations. The simulation can be launched on HPC in parallel from the upstream of the catchment 

to the downstream by retrieving the discharge at the outlet of the sub-catchments and by placing source 

discharge boundaries at the inlet of the downstream sub-catchments. 

Fig. 1. Sub-catchments delineation from whole catchment with different zones to be simulated 

4. Conclusion

Simulating rain induced runoff on a large catchment scale is source of major problems for preparing the data, 

calibrating the model and computational cost. However, the approach proposed in this work already enables 

the practitioner to extract more easily the data on a large catchment and the calibration can be done in parallel 

on the different sub-catchments without simulating the whole domain directly. 
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ABSTRACT 

In the present work, a Multi-Criteria Decision Analysis (MCDA) framework is proposed, aiming at the 

preliminary assessment of different Nature-based Solutions (NbS) for flood risk management. The alternative 

NbS, i.e., afforestation, basin restoration and creation of intermittently flooding wetlands were assessed on the 

basis of five evaluation criteria, including: flood mitigation, economic, social and environmental benefits as 

well as associated benefits offered by ecosystem services. Criteria weights were calculated by employing the 

Analytical Hierarchy Process (AHP) method. In addition, a ranking system was introduced for assessing the 

impacts of different alternatives. The suggested assessment approach was tested in a small sub-basin of the 

transboundary Nestos river, shared by Greece and Bulgaria. Results revealed that the most efficient alternative 

is afforestation. Moreover, it can be noted that the approach adopted in this analysis may effectively support 

pre-feasibility studies supporting the holistic assessment of different NbS for flood risk management.  

1. Introduction

In recent years, it has become clear that flood mitigation via conventional techniques (e.g., dikes) are not able 

to fully protect people assets and lives, existing infrastructure and different sectors (e.g., agriculture) against 

different types of floods (e.g., fluvial, flash, coastal etc.), although they still have an important role to play 

(Kourtis et al. 2020). Despite being a relatively new concept as flood mitigation measures, Nature-based 

Solutions (NbS) such as wetlands, forests and flood plains, have come to the fore as they can complement 

and/or act as a sustainable alternative of conventional flood mitigation measures. NbS can have a wide range 

of effects mainly associated with flood risk mitigation, enhancement of water security, and resilience to climate 

change in a sustainable way (Kourtis et al. 2021). Moreover, NbS can deliver a variety of co-benefits through 

the enhancement of ecosystems and the related ecosystem services. As a result, they are globally acknowledged 

as one of the key tools to deliver on climate change adaptation and mitigation objectives. 

The aim of the present work is to provide a simplified and reliable framework for the assessment of different 

NbS (scenarios) for flood risk mitigation, based on Multi-Criteria Decision Analysis (MCDA) and a proposed 

ranking system (Table 1). The first scenario is associated with a business-as-usual (BAU) approach where no 

flood mitigation scenarios are taken into consideration. Three different NbS are also assessed, namely 

afforestation (Scenario 2; creating a forest via plantation of trees), basin restoration (Scenario 3; infiltration 

improvement via engineering techniques), and seasonal wetland (Scenario 4; temporary storage of flood excess 

volumes). All examined scenarios are ranked based on five evaluation criteria. The proposed assessment 

approach was tested in a small sub-basin of the transboundary Nestos river basin shared by Greece and 

Bulgaria. 

2. Materials and methods

The methodology proposed herein constitutes a simplified methodology for assessing the effects of NbS on 

mitigating flood risk, taking into account the associated benefits and co-benefits (i.e., ecosystem services) 

offered by those solutions.  Fig. 1 presents the proposed methodological framework. The first step is associated 

with the determination of the type of hazard to be alleviated. In our case, floods have been indicated by local 

stakeholders (decision makers at local scale, Civil Protection representatives, farmer associations, etc.) as the 

most important hazard in the study area during a workshop that took place in the Municipality of Nestos. The 

second step is associated with the identification of the most appropriate NbS. In the third step, the sustainable 

flood mitigation alternatives are screened based on their effectiveness with respect to addressing local needs. 
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Finally, all scenarios are assessed on the basis of five criteria: (i) flood mitigation; (ii) economic benefits; (iii) 

social benefits; (iv) environmental benefits; and (v) ecosystem services benefits. 

Fig. 1. Methodological steps of the proposed framework 

The AHP method (Saaty 1987) was used for assigning weights in the five criteria, while the ranking of the 

alternative NbS was estimated by applying the Weighted Summation MCDA (WS-MCDA) method. The 

proposed ranking system is presented in Table 1. Values on the different criteria for the different scenarios 

(effects of each alternative on each criterion) were assigned based on engineering judgment. 

Table 1. Proposed ranking system 

Index Description Index Description 

5 Very high positive impact -5 Very high negative impact 

4 High positive impact -1 Negligible negative impact 

3 Moderate positive impact -2 Low negative impact 

2 Low positive impact -3 Moderate negative impact 

1 Negligible positive impact -4 High negative impact 

0 No positive or negative impact 0 No positive or negative impact 

3. Results and concluding remarks

The weights of evaluation criteria were elicited by employing the AHP and calculated equal to: 0.396, 0.099, 

0.072, 0.207 and 0.226, for criteria (i) to (v), respectively. The results of MCDA regarding the four NbS flood 

mitigation scenarios analyzed herein are in accordance with previous works (e.g., Ferreira et al. 2020). Table 

2 presents the results of the proposed assessment approach. Overall, the most effective strategy for mitigating 

flood risk, taking into account the associated co-benefits was found to be Scenario 2 (i.e., afforestation). The 

respective classification of the NbS, based on the proposed approach was: Scenario 1 > Scenario 3 > Scenario 

4 > Scenario 2. Such kind of classification can support a preliminary selection of different alternatives for the 

design of NbS for alleviating flood risk. 

Table 2. Weighted Summation Effects Table - Ranking of NbS 

Criteria Weights Scenario 1 Scenario 2 Scenario 3 Scenario 4 

AHP method BAU Afforestation Basin restoration Seasonal wetland 

(i) Flood mitigation 0.396 -3 2 3 3 

(ii) Economic benefits 0.099 -2 -1 -3 -2

(iii) Social benefits 0.072 -5 3 1 -2

(iv) Environmental benefits 0.207 -1 3 1 3

(v) Ecosystem services 0.226 -1 4 1 4

Final Score - 0.05 0.93 0.61 0.91 
*The final score was calculated employing the Weighted Summation MCDA (WS-MCDA) approach
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ABSTRACT 

Real urban environments are highly complex, and it is likely that there are numerous parameters that influence 

the rainfall-runoff processes, e.g. urban characteristics such as road width, orientation and building coverage. 

The main objective of this study is to perform a parametric study on rainfall-runoff processes in urban 

environments, in order to gain a better understanding of the impact urban pattern geometry has on the flow of 

surface runoff. A shock-capturing shallow water equations solver is used to undertake a large number of 

computational simulations to unveil the dominating urban parameters that influence flooding in urban systems. 

A sensitivity analysis is performed on the simulation results to quantify the influence of each parameter. The 

outcome of this research provides useful guidelines for the design of future flood-resilient urban environments 

and the improvement of existing drainage systems in cities.  

1. Urban pattern representation

Bruwier et al. (2017) are among the first to perform a parametric study on realistic urban configurations. Using 

an anisotropic porous model, they investigated the influence of several urban pattern characteristics on 

inundation depths along the upstream boundaries. A steady inflow of water was prescribed at the inlet of the 

catchment, representing a flood front. Bruwier’s research group examined hydraulic computations on 2,290 

urban configurations, which were generated by means of a self-developed urban generator tool, based on the 

procedural modelling technique. This was followed by a parametrised study using 11 urban parameters 

controlling the building geometries and locations. Each of the parameters was randomly selected from a range 

of variation, representative of real-world information of built environments. Directly contacting the author of 

the paper and signing a written agreement enabled direct access to all of the 2,290 urban configurations, 

developed at Purdue University by the team of Prof. Daniel G. Aliaga.  

The urban layouts, consisting of irregular arrays of buildings, are provided in a shapefile format, comprising 

of polygons, polylines and points defining each grid point in the domain. In order to enable their use for this 

study, the methodology shown in Fig. 1 has been followed. 

Fig. 1. Methodology of converting urban pattern shape files to computational domain description files. 

Firstly, the shapefiles are converted into raster format, comprising of pixels. This is achieved through a 

workflow generated using FME, a data processing software. This enables batch conversion of the shapefiles 

and the ability to specify the desired resolution and attributes of the resulting image. 

2. Overland flow solver

The two-dimensional non-linear Shallow Water Equations (SWEs) make use of a depth-averaged dynamic 

wave approximation, which is particularly suitable for predicting rainfall-runoff in urban environments. The 

general form of the SWEs can be described using the three equations, describing the principles of mass 

conservation and momentum conservation in the horizontal directions. A Total Variation Diminishing (TVD) 

MacCormack finite difference numerical scheme is applied to solve the SWEs at a high accuracy and 
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efficiency, which has been extensively validated against published experimental and analytical results. 

Detailed implementation of the numerical scheme and details of the numerous validation tests can be found in 

Liang et al. (2006). 

In order to represent buildings in the simulations, the building-hole (BH) method is used, where the grid cells 

representing buildings are excluded from the computation. The rainfall intensity over the whole domain is 

increased to compensate for the ‘loss’ of rainfall falling over these ‘holes’.  

3. Results

Uniform rainfall intensity is applied over the entire computational domain, and the hydrograph, i.e. S-curve, 

at the end of the catchment is calculated from the numerical simulation results. The dimensionless S-curve is 

constructed using the following normalised flow rate Q*and normalised time t*, as detailed in Liang et al. 

(2015).  

(1) 

(2) 

where Q is the flow rate, A is the domain area, i is the rainfall intensity, t is time, S is the domain slope and g 

is gravitational acceleration. According to the S-curve, the time of concentration can be obtained, which is an 

important parameter to quantify the speed of the rainwater accumulation at the end of the catchment. 

Estimation of the full time of concentration is prone to large errors and is not desired. In this study, the time to 

reach 70% of the dimensionless equilibrium flow rate, t*70, is used to characterise the rainfall-runoff response. 

The final stage of the project involved carrying out a sensitivity analysis to identify the influence of various 

urban parameters on rainfall-runoff processes. The sensitivity of t*70 to a number of urban characteristics is 

then quantified using a multiple linear regression (MLR), allowing the identification of the most influential 

urban parameters. The coefficients βi characterises the sensitivity of the non-dimensional time of concentration 

to each one of the 12 non-dimensional urban characteristics. Table 1 shows that the most influential parameter 

is roughness, followed by building coverage. 
Table 1. MLR coefficients for 12 urban pattern parameters 

Order Parameter βi 

P1 Street length 0.0623 

P2 Street orientation 0.0127 

P3 Street curvature 0.0123 

P4 Street width (major) -0.0064

P5 Street width (minor) -0.0029

P6 Park coverage -0.0111

P7 Parcel area -0.0471

P8 Front setback -0.0117

P9 Rear setback 0.0165 

P10 Side setback -0.0427

P11 Building coverage 0.3160 

P12 Roughness n 0.9346 
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ABSTRACT 

The Angolan part of the Cuvelai basin is suffering a severe drought from 2013 to the time of writing of this 

document (2022), which has also affected the remaining part of the basin in Namibia (Liu et al., 2021) and the 

rest of the South of Angola (Limones et al, 2020). Throughout these years, some episodes of abundant rain 

brought some occasional relief, but were not enough to initiate a recovery. In March 2022, the SPEI global 

drought monitor (https://spei.csic.es/map/) marked the southern half of Angola, with the upper Cuvelai basin 

as its core, as the current major hotspot of extreme long-term drought (SPEI48 drought index < -4) in the 

world, with some states of the center of Brazil and the western half of South Africa. 

Recent research reveals that climate change has already modified rainfall intra-annual and inter-annual 

variability and seasonality, and has increased the frequency of droughts in the region (Limones et al, 2020; 

Makondo and Thomas, 2020). 

According to the Angola Drought Post Disaster Needs Assessment (PDNA) prepared by the United Nations 

Development Programme Post-Disaster (UNDP) in 2017, the Cunene province- containing the Cuvelai upper 

basin- was the most impacted one in the country by then. Subsequent analyses by the World Bank confirm that 

the situation has only worsened afterwards in the area (Serrat-Capdevila et al., 2022). The livelihoods of the 

growing population of the Cuvelai rely increasingly on cattle herding and subsistence agriculture (Mendelsohn 

et al. 2013), which were the most affected sectors (Angola PDNA, 2017). 

This study focuses on a part of the Angolan southern province of Cunene: the chanas (also called oshana, or 

ishanas) drainage area at the western section of the Cuvelai river basin, in the border with Namibia (see Figure 

1). 

Figure 1. Study area in the context of the southern Angolan provinces and the Cuvelai Basin 

The chanas drainage area is an unusual hydrological feature that continues in Namibia, as a network of 

hundreds of shallow, braided, non-permanent channels of variable width that drain a very flat area from the 

north to the south. The soils in the chanas get saturated in the wet season and some flow is generated almost 
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every year, especially in the western channels, experiencing occasional flooding too (Mendelsohn et al. 2013). 

In fact, rains in the region are variable and unpredictable, and exceptionally high and low flows alternate. 

Despite of the absence of secure and safe water points, this is also the most populated part of the basin in 

Angola, as the central and east drainage areas of the Cuvelai are almost uninhabited (according to the 

WorldPop Open Population Repository datasets). Livestock water supply relies almost entirely on the 

harvesting of surface water in “chimpacas”, tanks constructed in the downstream parts of the chanas by 

excavating the clayey infill of the channels over a depth of a few meters, till the top of the limestone substratum 

(Serrat-Capdevila et al., 2022). This is the building-with-nature approach that the Cuvelai inhabitants adopt to 

store the seasonal abundance of surface water. 

These straightforward infrastructures, when well designed and maintained, can last for the entire year. In some 

cases, they contain water also in dry years although, in general, this solution does not provide adequate water 

security in the variable climatic conditions of the Cuvelai region and its use should be limited to livestock, as 

a complement to other safe drinking supply options. 

Apart from very limited exceptions, the local population and members of administration do not keep systematic 

track-record of when each chimpaca was constructed, when it has been operational, when it filled- up with 

water and when it dried or experienced another issue. 

1. Rationale, objectives and approach

This study has several thematic and methodological objectives, and it is meant to support the current efforts to 

create water and food security in the Cuvelai basin.  

First, it aims to test the ability of a remote sensing product, the European Commission's Joint Research Centre 

Global Surface Water Explorer (GSWE) monthly water history, to reveal the historical dynamics of chimpaca 

surface water presence. GSWE is a Landsat-based product that maps the location and temporal distribution of 

water surfaces at the global scale and monthly time step from 1985 (https://global-surface-water.appspot.com). 

The chimpacas are detected with GSWE because it has pixels of 30 meters and these pans are typically at least 

double in length and width. The study discusses the possibility of the establishment of remotely- sensed 

monitoring of water shortage in these infrastructures, incorporating additional imagery products, and of 

performing short-term prediction of their status using other hydrological indicators connected to its 

functioning. 

Also, the study analyzed closely the 2013- 2020 hydrological drought in the area, measuring the resistance of 

the surface water presence in the chimpacas during this period too, in order to consider their capacity to provide 

drought resilience to the transhumant communities of the Cuvelai. Additionally, the authors reflect on the 

feedback received from the community and the government about the local operation, ownership, conflics, 

issues and maintenance habits of these Nature-based infrastructures, and on the aspects to be considered in 

chimpaca design or rehabilitation to avoid creating negative incentives or deepening water insecurity and 

vulnerability. It is discussed how this work can inform and support investments and interventions in 

governance, in planning new water harvesting structures optimally, or in rehabilitation of the pans that did not 

perform efficiently, following the example of those that did because are regularly desilted or have not filled 

up with sediments.  
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ABSTRACT 

Attica region suffers from heavy rainfall that triggers flood events causing significant damages, mainly in the 

urbanized areas. This analysis presents indicative thresholds regarding maximum rainfall intensity (I)-duration 

(D), which separate events in three categories: (i) events that are not associated with floods and usually 

correspond to low intensities, (ii) events that are linked to the highest intensities and thus with flood occurrence, 

and (iii) events experience a range of intensities that correspond to mixed conditions concerning flood 

occurrence. The analysis is performed using the available precipitation records from 14 stations located in the 

Attica region (Central Greece) for the period 2005-2016. A dataset regarding Fire Service operations in flooded 

properties in the area during the same period is also used in order to classify each event as flood-related or not, 

in case flooded properties recorded or not, respectively. The I-D thresholds are expressed using power low 

equations that describe two limits: the first one (‘lower limit’) defines the area below which floods are absent 

and above which flood occur or not, while the second (‘upper limit’) defines the minimum limit of maximum 

intensities above which only events linked to flooding are observed. The corresponding equations are 

determined per station with the aim to cover a significant part of t region, however the reliability of the 

estimated thresholds is affected by the spatial distribution and the varying length of records. 

1. Introduction

The intensity - duration (I-D) threshold is a typical meteorological-threshold approach that initially adopted 

for rainfall events induced landslides and debris flow, especially in areas that suffer from wildfires and deep 

erosion. Indicatively, Guzzetti et al. (2007) determine I-D thresholds for the initiation of landslides in the 

CADSES, central and southern Europe, while Cannon et al. (2008) present thresholds for debris flows and 

floods occurrence in southern California. Regarding floods, research interest focuses on the determination of 

the conditions that increase the possibility of flood occurrence and on their continuous monitoring for issuing 

warnings. In many areas where networks of sensors continuously record the characteristics of storms, local 

thresholds have been determined and serve as flash-flood guidance, in the frame of flood early warning systems 

operation, based on the concept of comparing the rainfall features with recordings of storms that caused 

flooding in the past, as a rational way to predict flooding (e.g., Amadio et al., 2003; Bracken et al., 2008; 

Norbiato et al., 2008; Golian et al., 2010) and they mainly examine rainfall intensities in two groups; events 

related and not related to floods. In Greece, Papagiannaki et al. (2015) estimated rain thresholds related to 

flood triggering after taking into account flash flood events in Attica region between 2005 and 2014, while the 

study of Georganta et al. (2022) provides updated thresholds for the same region. 

2. Methodology

The I-D curves are estimated for 14 stations located in the entire Attica region, using the available 10-min 

rainfall measurements for the period 2005-2016. Maximum rainfall intensities for various durations are 

calculated per event, while each event is classified as ‘flood-related’ or ‘not flood-related’, based on the entire 

database of citizens’ calls for water pumping to the Integrated Emergency Coordination Centre of the Hellenic 

Fire Service within the same period. Critical thresholds are introduced in the entire analysis, both for the 

minimum rainfall inter-event time to separate rainfall events and for the minimum number of emergency calls 

per day above which we assume the occurrence of flood, as described in detail by Georganta et al. (2022). The 

final step of the determination of power law equation parameters per station was accomplished by applying 

optimization techniques.  
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3. Results and Discussion

Two power law equations are determined per station (Table 1), which correspond to the two thresholds; the 

lower limit, below which only events not inducing floods are observed, and the upper limit, above which only 

events inducing floods are observed. The area between these two thresholds denotes I-D values that correspond 

to mixed conditions; i.e., either flood occurrence or not.  
Table 1. Values of I-D curves’ parameters per station 

Station m.a.s.l. Station Network 
Lower limit Upper limit 

a b a b 

Lavrio 3 NOANN (METEO.GR) 5.13 -0.65 16.39 -0.60

Markopoulo 104 NOANN (METEO.GR) 5.44 -0.66 19.33 -0.64

Nea Smyrni 51 NOANN (METEO.GR) 5.63 -0.70 19.37 -0.64

Pikermi 133 HOA (METEONET) 6.10 -0.72 20.35 -0.65

Menidi 210 HOA (METEONET) 5.39 -0.67 27.56 -0.66

Ano Liosia 184 HOA (METEONET) 5.17 -0.65 22.24 -0.73

Galatsi 176 HOA (METEONET) 5.44 -0.68 18.71 -0.66

Penteli 729 HOA (METEONET) 6.71 -0.76 20.81 -0.66

Zografou 181 HOA (METEONET) 5.68 -0.70 23.08 -0.68

Ilioupoli 206 HOA (METEONET) 5.66 -0.68 22.48 -0.60

Glyfada 185 HOA (METEONET) 5.82 -0.69 22.33 -0.64

Agios Kosmas 6 HOA (METEONET) 5.49 -0.68 25.17 -0.72

Psyttalia 20 HOA (METEONET) 5.53 -0.68 18.45 -0.64

Mandra 258 HOA (METEONET) 6.61 -0.56 21.25 -0.58

The analysis revealed that the values of these thresholds significantly differ among the 14 stations, especially 

regarding constant, a. The highest coefficient of variation of parameter a is observed among stations located 

in Athens basin and especially concerning the upper limit. For Athens basin and East Attica, the average b 

(law’s exponent) ranges between -0.6 and -0.7 for both limits, with a low standard deviation; lower than 0.04 

in both cases. In Mandra station (West Attica) b is equal to -0.56 and -0.58 for the lower and upper limit, 

respectively. Indicatively, the average 1-h maximum rainfall intensity for flood occurrence is defined at 22.0 

mm/h, 18.7 mm/h and 21.25 mm/h for Athens basin, East and West Attica, respectively, however in the western 

part only one available station is taken into consideration.  

The I-D patterns described in this section resulted from fitting power law distributions to the I-D pairs. 

Comparing the values with similar thresholds presented in previous relevant research for the study area, we 

observe variations, mainly due to the different approached performed. For instance, the critical thresholds that 

adopted for events separation and classification are decisive for the determination of particular I-D pairs, on 

which the two limits are defined. Station network density, availability of rainfall measurements and historical 

evidence to detect floods are among factors controlling uncertainties of this analysis and this fact should be 

taken into account, especially when the establishment of alert systems to warn communities of impending 

floods is based on similar approaches.  
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ABSTRACT 

The implementation of a Flash Flood Forecasting system (FFFs) is considered the first and most cost-effective 

way to mitigate the social-economic impacts of flooding. The Flash Flood Guidance system (FFGs) is a well-

established FFFs, developed in the U.S., but currently applied in multiple regions across the globe. The heart 

of the system is the derivation of the Flash Flood Guidance (FFG), defined as the rainfall threshold above 

which minor flooding is expected over a specified region. The FFG is a function of the threshold runoff, i.e. 

the maximum runoff which can be safely routed through the studied region, and the soil moisture conditions. 

In this research work, the derivation of the FFG values for predefined soil moisture conditions is performed, 

for the Mandra subbasin, located within the western part of Attica region in Greece. A methodology is applied 

for deriving the threshold runoff, and establishing the rainfall-runoff model based on the Unit Hydrograph 

theory and the Soil Conservation Service, Curve Number method to perform the needed FFG computations. 

The result is the generation of threshold rainfall maps, for a predetermined accumulation period and different 

soil moisture conditions, which highlight the flood prone areas, as well as, showcasing the impact of soil 

moisture conditions in flood generation.  

1. Introduction

Flash floods have gained increased attention over the years, since not only they are among the deadliest 

weather-related hazards worldwide, but they have been associated with the effects of climate change and 

therefore new policy measures are sought after. In Greece, a large number of areas have suffered from flash 

flooding, with the 15th of November 2017 event in Mandra being the most recent devastating event, with huge 

social-economic impacts and the cost of human lives. A contributing factor, apart from the unplanned 

urbanization of the area, was the near non-existent flood warnings which could have assisted into targeted 

decision making and mitigation measures. In this research work, we assess the use of the Flash Flood Guidance 

system (FFGs) (Georgakakos 2006), and specifically the Gridded FFGs (Schmidt et al. 2007; Bournas and 

Baltas 2022). The FFGs is a rainfall-based warning system which incorporates the three key elements of flash 

flood generation, a) the rainfall forecast input, b) the basin geomorphological characteristics and c) the soil 

moisture conditions, in order to trigger flash flood warnings. While the system is easy to comprehend, its 

implementation in a data scarce area is a challenging task and increased attention should be taken 

(Georgakakos et al. 2022).  

2. Methods and data used

The FFG system is based upon the comparison of forecasted rainfall of pre-defined accumulation period with 

the calculated Flash Flood Guidance (FFG) of the same period, defined as the rainfall threshold above which 

minor flooding is expected over a specified region. The methodology applied consists of, a) the delineation of 

the study area in smaller subunits, e.g. grids, b) the derivation the runoff threshold of each subunit i.e. the 

maximum runoff which can be safely routed, and c) the derivation of the FFG values by performing inverse 

engineering and computing the needed rainfall value that will cause the threshold runoff, under specified soil 

moisture conditions. In this implementation, we use the gridded FFG methodology, where the calculations are 

performed in 500m x 500m grids. The runoff threshold is calculated through rainfall-runoff modelling using a 

design storm of a five-year rainfall return period. The FFG computations are then performed using a rainfall-

runoff model based on Unit Hydrograph theory where the parameters are estimated through the 

geomorphological characteristics of the basin, e.g. grid slope and area. Finally, the soil moisture conditions are 

incorporated with the use of an adjustment factor of the Soil Conservation Service Curve Number (SCS-CN) 
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method, and specifically by utilizing the Antecedent Moisture Conditions (AMC) -I -II and -III values of each 

grid. The study area is the greater Mandra area, which is consisted of two main subbasins, the Ag. Aikaterini 

and Soures subbasins, as well as the urban part of the Mandra city.  

3. Results

The methodology applied and the results generated can be summed up in Figures 1 and 2. In Figure 1, the main 

parameters of the rainfall-runoff model applied are presented, the SCS-CN AMC-II, and the mean slope of 

each grid. In Figure 2, the FFG values are presented for a 3-hour accumulation rainfall period and for three 

predefined soil moisture conditions, defined from the use of the CN AMC-I, -II and -III, values which are 

referred to dry, half saturated and completely wet conditions. It is evident that when wet conditions are met, 

the FFG values are much lower, which indicate that it is much easier to flood. The mean value in the AMC-I 

and AMC-II conditions is 75 mm and 38 mm, respectively, while for the AMC III the FFG is low at only 

20mm. Finally, another interesting factor is the identification of grids which are more prominent to flood, 

highlighted by the small FFG values, which are located on the bottom left of each figure, mainly where the 

urban part of basin is found, that features high CN values and low slopes. The method, also produces a good 

estimate of flood risk, where the areas with small FFG values can be identified as high flood risk areas. 

Fig. 1. The Mandra subbasin characteristics: a) CN AMC-II, b) Slope percentage 

Fig. 2. FFG values for a 3-hour rainfall accumulation period and for three soil moisture conditions a) dry (AMC-I), b) half-saturated 

 (AMC-II) and c) wet conditions AMC-III) 
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ABSTRACT 

An acoustic Doppler velocimeter (ADV-FlowTracker 2) was used to measure the velocity field in three 

different positions in the Biffis channel. The channel is a regulated compound concrete channel continuously 

diverting 130-135 m3/s from the Adige River (Italy) for irrigation. Three different experiments were conducted 

with three different hydraulic conditions (turbines in production or off). Turbulent fluctuations are key factors 

in entrainment of the sediments from the bank surface. This campaign aimed to evaluate capability of the ADV 

to examine the influence of the of propellers turbines (prototypes) on the free surface channel flow, the velocity 

fluctuations and to identify presence of coherent structures. The results showed that the velocity fluctuations 

related to the channel geometry are present in all measurements regardless of the active turbines. However, the 

turbulent kinetic energy, the length and the number of the turbulent events are larger for the cases when the 

turbines were in production. The turbulent events are shorter for the case in which both turbine-arrays worked.  

1. Introduction

The Biffis compound channel continuously drains 130-135 m3/s flow discharge from the Adige River for 

irrigation (Fig. 1). Two cross sections, equipped with four-propellers array were investigated in two days (i.e., 

June 17th  and 18th, 2021). These sections are trapezoidal and triangular. The former is about 25-m wide and 

6.1 m deep whereas the triangle has 22-m and 7.2-m width and height, respectively. In this study, 

FlowTracker2 (FT2, Handheld ADV) by Sontek-Xylem, was applied to investigate the influence on the 

surface velocity flow, of the two arrays propeller turbines, installed at Biffis compound channel (Fig. 1). 
Turbulent fluctuations are key factors in entrainment of the sediments from the bank surface. Thus, this work 

aims to evaluate the capability of the ADV to examine the presence of turbulence events and coherent 

structures in and out of operation of the turbine’s operation. 

Fig. 1. The Biffis compound channel draining water from the Adige River close to Trento, Italy, on the left and the performed experiments 

with the FT2 (ADV). 

2. Methods

The FlowTracker2 (FT2, Handheld ADV) is a single-point Doppler current meter designed for field 

velocity measurements. The FT2 is a bistatic Doppler current meter with a side-looking probe able to measure 

Array D 
Array U 

ADV2/ADV3 

ADV1 
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the point velocity in 3 directions. The FT2 uses pulse-coherent signal processing delivering 3D point velocities 

at 10 Hz sampling frequency (SonTek 2019). 

2.1. The ADV-FT2 experiments 

To investigate the velocity fluctuations three experiments were performed (see Fig. 1): i.) ADV1- Both turbine 

arrays are turned off, and the ADV is placed in the position corresponding to the turbine 7 in the upstream 

array; ii.) ADV2- Array U is in production mode, the ADV is placed as close as possible to the right bank, 

namely about 100 cm distance from the wall; ii) ADV3- this time Array D is in production mode, the ADV is 

placed in the same position as for ADV2. The ADV was installed on a fixed structure and measurements were 

performed as shown in Fig.1. Three series of 20 minutes were conducted for each experiment.  

2.2. Data analysis 

The raw velocity data obtained by the ADV is usually noisy and needs to be de-spiked and filtered (Goring 

2002). To extract useful information related to the velocity fluctuations a power spectra analysis was performed 

in all 3 directions, aligning with the flow of the channel (i.e., X- flow direction, Y- perpendicular to the flow 

and Z- upwards). The identification of eventual large-scale coherent structures was carried out using a recently 

developed method based on the filtering phase-space algorithm (fPSA) (WU, et al. 2022). In addition, the 

turbulent kinetic energy was calculated for each experiment and the Reynolds parameters were examined.  

3. Results and discussion

Preliminary results demonstrated that the ADV1 follows the slope of energy dissipation (-5/3). While ADV2 

and ADV3 deviate from the slope due to the lack of time and space to dissipate the energy (i.e., turbines in 

productions). 

 Fig. 1. Power Spectra Analysis of the velocity fluctuations only in the flow direction (left); Distribution of the period of the turbulent events 

detected by the fPSA only in the flow direction (right). 

Although not very distinct, the maximal spectral powers were observed at frequencies close to 0.03-0.06 Hz 

and 0.1-0.2 Hz for all experiments. These frequencies are associated to the fluctuations due to the 

geometry/morphological changes of the channel. Whereas the higher frequencies (larger than 0.5 Hz) are most 

likely related with the wake spined by the turbines. ADV2 and ADV3 did not show significant differences in 

the velocity fluctuations (e.g., maximal frequencies Fig.1, left) except the higher TKE of the ADV3 and flatter 

dissipation slope (left Fig. 1).  Deeper analysis should be performed on the spectral leakage and identification 

of the dominant frequencies. 

The fPSE method detected turbulent events with shorter periods (Fig.1 right) corresponding to frequencies of 

1-3 Hz. It is visible that the ADV3 exhibit shorter turbulent periods (turbine working right next to the ADV

probe), while ADV1 and ADV2 show slightly skewed distribution giving longer mean average period (also

longer maximum and median of the lengths of the total periods). It is assumed that the fPSA was unable to

detect the lower frequencies and the fluctuation due to the channel geometry and it effectively identified the

turbulent events associated with the turbine propellers. A further investigation should be performed to clarify

the effect of the turbulent events on the bank erosion in addition to a detailed analyses on their origins and

characteristics.
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ABSTRACT 

Plastic debris items are collected in the riverine and marine waters using a variety of techniques and devices. 

Understanding the interaction between plastic items and their ambient environment is therefore essential for 

effective waste-removal systems. This research will investigate the motions of large plastic items in the 

disturbed flow conditions due to the presence of two different capturing devices, i.e. booms (floating barrier) 

and gates. Using a CFD approach combined with a finite-particle technique for particle representation, 

different interactions between the structure and plastic debris under various hydrodynamic conditions are 

studied. In addition, new insights are expected to implement parameterization for larger-scale hydraulic 

models. 

1. Introduction

The large amount of plastic debris released in the aquatic environments raises a serious environmental concern, 

hence non-profit organizations and entrepreneurs are developing new and innovative techniques to capture and 

remove plastic waste from rivers and oceans, recycling them for further uses. However, the lack of complete 

understanding of plastic debris motion in open channel flows, as well the complexity of physical interactions 

between the capturing devices and plastic debris, limits efficient removal system. 

The boom-type capturing device is the most frequently used tool for collecting and guiding plastic debris 

towards the receptacle or other storage structures. It is noted that hydraulic structures (e.g. gate, culverts, 

bridge) can also function as a boom-type capturing device, however, with significantly different hydraulic 

response (Fig. 1). For the case of a hydraulic structure, the plastic debris accumulated at the structure may lead 

to an increase in water level upstream, and/or a modified hydraulic performance. 

Fig. 1. Boom-type capturing device and hydraulic gate for plastic waste collection. 

The  disturbed flow induced by these capturing devices enhances turbulence processes and further complicates 

the trajectory of plastic debris items. The flow disturbances are expected to occur in both horizontal and vertical 

directions, causing major difficulties in providing accurate prediction of debris motion. The wake downstream 

of these devices was shown to potentially affect the retention of plastic items (Schouten, 2021). In addition, 

because of the presence of a hydraulic structure, vertical distribution of plastic items may deviate from 

theoretical distribution profile (Zaat, 2020). Therefore, an efficient capturing system necessitates a better 

understanding of the coupling between flow hydrodynamics and plastic items, as well as their mutual 

interactions. 

1.1. Types of interactions 

Different interaction mechanisms arising from the disturbed flow can be grouped in four categories: (1) flow 

and structure, (2) flow and particles, (3) particles and structures, and (4) particles themselves. Unsteady and 

non-uniform flow conditions may change the orientation and position of a flexible structure, whereas fast-

moving flows can induce structural vibration in case of rigid structure, which can affect the flow properties. 

The resulting flow condition will determine the kinematics of plastic items and assess how the presence of 

particles can change the flow condition. It is also envisaged that the interaction of particles and capturing 
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devices, as well as particle-particle interaction, will also play an important role for the formation patches and 

carpets of debris possibly clogging the water system. 

1.2. Considerations for modelling of plastic items 

The above-mentioned interactions cannot be realized through a simple numerical model that considers the 

particles as a pure Eulerian continuum or even as a point-particle, without having the finite-size and mass. 

Particles with significant size and mass may deviate from the fluid flow path (Cartwright et al. 2010) because 

the drag, lift, Basset history force, and buoyant force are non-negligible terms in the equation of particle 

motion. These forcing terms depend not only on physical properties of plastic items but also on kinematic 

conditions such as rotation and preferential orientation (DiBenedetto et al., 2018). Generally, large plastic 

items with significant inertia, have a longer response time to the flow and behave as a body rather than a 

passive-tracer. 

Drag force occurs on the surface of the moving body relative to the fluid, that is usually parametrized by drag 

coefficient in the Maxey-Riley equation (DiBenedetto et al., 2018). Drag coefficients for simple geometry can 

be derived using analytical expressions, whereas the coefficients for complex geometry must be obtained from 

experiments or particle-resolving models. For plastic items of arbitrary shape, theoretical drag coefficients are 

unavailable to be included in the particle equation, therefore requiring an explicit representation technique of 

plastic items in the numerical model, or conducting laboratory experiments. 

Added-mass also plays an important role for the case of an accelerating body in the flow, that is parametrized 

as a forcing term in the Maxey-Riley equation. Besides, entrapment of water or air can occur inside the plastic 

items such as plastic bag or water bottle. This mass-entrapment property has direct consequences on the 

effective mass, buoyancy and lift force of plastic items. Therefore, modelling these physical processes is a 

rather complicated task and requires an accurate particle representation technique. 

When a barrier hinders the motion of plastic debris in the channel, a carpet develops just upstream of the 

structure, visually looking like a sheet. Carpet formation results in an additional boundary layer development 

below the plastic items, including friction and possible flow separation affecting the transport of plastic items. 

Incorporating this phenomenon in the numerical model may be accomplished by the explicit consideration of 

the shape of the particle. 

2. Future implementations

To address the above-mentioned issues, kinematics of plastic debris in the disturbed flow and their dynamic 

interaction with the structure will be investigated using both laboratory experiments and numerical simulations. 

Different classes of plastic debris items will be defined in relation to their behavior in the proximity of boom-

type devices and gated structures in open channel flow. Compared to previous studies, the present research 

will focus on plastic items with larger size > 5 cm, since they are responsible for significant interaction with 

structures. 

Numerical modelling of detailed physical mechanisms will be emphasized here, requiring a Computational 

Fluid Dynamics (CFD) approach implemented with particle modelling technique. OpenFOAM will be used 

for CFD computations because of its versatility for multiphase flow modelling and its large user community. 

In this research, different representations for the particle will be applied and their accuracy in trajectory 

prediction will be compared with experimental results. Finally a parametrization of these small-scale 

hydrodynamic processes for large-scale hydraulic models will be derived and discussed. 
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ABSTRACT 

The occurrence of microplastic particles (MPs) in freshwater ecosystems results in an increasing scientific 

attention in studying interactions of MPs with the aquatic environment. Reservoirs and lakes act due to the 

small flow velocities as sinks for MPs. As a result of their low density, MPs deposited in bed sediments may 

change the resuspension behavior of these sediment accumulations. This research aims at gaining knowledge 

on the influence of MPs on the erosion threshold and the resulting erosion rates of cohesive sediments. 

Experimental erosion tests are performed to determine the erosion evolution of artificial sediment mixtures 

with and without MPs. The first results indicate that the presence of MPs increases the temporal and spatial 

variability of erosion, provoking a more remarkable stochastic behavior of the erosion processes. In addition, 

it can be seen that resuspension is biased by the occurrence of polymer with lower density, but also the number 

of particles. 

1. Introduction

Reservoirs and lakes are eminent sites for MP accumulations. This is first, because of low flow velocities and 

turbulences that enhance settling and deposition, and, second, the presence of clay and silt that bind particles, 

as a result of the high surface loading and high absorption potential. However, MPs in bed sediments change 

the properties of the sediment matrix and may influence its erosion behavior by promoting the resuspension of 

fine sediment. These circumstances may cause a high concentration of fine sediments in the water phase during 

high discharge rates, which may favor eutrophic conditions, especially in shallow water bodies. To scale the 

potential risk and to determine a remedial design, it is necessary to quantify and predict the ongoing processes 

of cohesive sediment erosion, influenced by MPs. This study analyzes the effect of MPs on the erosion 

threshold and on erosion rates, based on a set of erosion experiments where the number of particles and the 

density of the MPs are varied. 

2. Materials and Methods

Six homogenized and saturated sediment mixtures are artificially produced for the experiments, consisting of 

15 % kaolinite (d50 = 0.047 mm) and 85 % fine sand (d50 = 0.193 mm). The first two sediment mixtures (control 

group) does not contain any MPs, whereas the remaining four mixtures are spiked with a specific polymer type 

and a unique number of particles per dry weight of the sediment. The four MP-sediment combinations are the 

following: 500 particles of polystyrene (PS, d50=2.5 mm, ρ=0.96-1.05 g cm-3), 500 particles of polyamide (PA, 

d50 =2.5 mm, ρ=1.01-1.04 g cm-3), 1000 particles of PA and 1000 particles of polylactide (PLA, d50=3 mm, 

ρ=1.38 g cm-3), respectively. The polymers selected are colorless pellets without additives. The erosion tests 

are performed in the SETEG erosion flume at the University of Stuttgart. Details on the experimental setup 

can be found in Noack et al. (2018). During the erosion tests, the flow velocities within the flume are increased 

in a sequence of 12 steps of 600 seconds each. The increasing flow discharges reach from 1 to 12 ls-1, resulting 

in a mean bed shear stress between 0.04 and 1.6 Pa. The spatial and temporal erosion evolution was captured 

by the photogrammetric sediment erosion detection method PHOTOSED (Noack et al., 2018), following the 

approach suggested by Beckers et al. (2020), allowing a pixel-based topographic change detection (minimum 

detectable change one mm3) from consecutive images obtained with 1 Hz. A comparison of the temporal 

erosion rates and the erosion threshold is performed to quantify the effect of MPs on the erosion stability. The 

erosion rates are derived from the volumetric erosion for a representative time step and a defined rectangular 

Region Of Interest (ROI). The temporal evolution of the eroded volume is used to distinguish between floc 

and surface erosion, based on the erosion modes described by Winterwerp et al. (2010). An advantage of this 

approach is that both, the hydrodynamics and the characteristics of the sediment mixture, are taken into 

account. While the floc erosion shows spatial and temporal variation, mainly related to the turbulent flow, the 

surface erosion is linked to the sediment characteristics. Hence, the erosion threshold of the MP-sediment 

mixture is estimated from the surface erosion, following the approach of Jacobs et al. (2011).  
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3. Results and Discussion

Over time, the evolution of the eroded volume for the sediment mixtures without MPs (Fig. 1a) shows the clear 

transition between floc and surface erosion at τ=1.39 Pa. Furthermore, erosion measurements with high spatial 

resolution show and confirm the difference between these two modes. While only individual flocs are disrupted 

in floc erosion, large sediment layers are eroded in surface erosion. As for erosion rates, the artificial cohesive 

sediment mixtures without MPs show small temporal variations, whereas the overall trend of sediment 

mixtures with MPs show an increase in temporal and spatial variation, especially during the floc erosion phase 

(Fig. 1b). It is also noticed that peak values occur randomly even at low shear stress, indicating that some 

particles or flocs have a critical shear stress for initiation of motion lower than the imposed shear stress. The 

stochastic nature of erosion due to the spatial inhomogeneity of the sediment properties is already mentioned 

in Winterwerp et. al. (2010). Here, it is related to the inclusion of MPs.  Analysing the spatial measurements, 

it becomes evident that sediment erodes mainly around the MPs, which erode easier due to the lesser cohesion 

between the flocs and the lower bulk density of the mixture. Hence, the results indicate that the presence of 

MPs weakens the bed strength and triggers a dominant stochastic erosion behaviour. Comparing the erosion 

threshold for surface erosion, mixtures with MPs achieve an earlier uniformity trend at τ=1.18 Pa against 

mixtures without MPs. By evaluating the results of the mixtures with MPs, it can be seen that low-density 

polymers (PS and PA) show higher erosion rates than PLA, with a higher density. Although it is observed that 

erosion is limited by the occurrence of erodible sediment spiked with MPs, there is no linear increase in erosion 

rates as the number of polymer particles increases. On the other hand, the number of particles affects the 

cumulative volume eroded. For example, below shear stress of 1.18 Pa, the sediment mixture with 1,000 PA 

particles erodes 80% more sediment volume than the mixture with half as many particles.  

          a)       b)     

Fig. 1. Comparison of the measured eroded volume from homogeneous cohesive sediment mixtures (a) without MPs and (b) with MPs, as a 

function of time. 

4. Conclusions and Outlook

The conducted experiments show an increase in the temporal and spatial variability of erosion rates when 

adding MPs to the cohesive sediment mixture. An explanation for this stochastic behaviour is the non-

uniformity of the bed strength (critical shear stress) as a result of the lower density of MPs in the sample. Even 

though the critical erosion threshold for surface erosion of the mixture has a slight change and more 

experimental erosion tests are required for a more quantitative analysis. The study results highlight the 

potential change in resuspension behaviour of cohesive sediments when MPs occur in the bed sediment. While 

the polymer density affects the erosion peaks, the cumulative eroded volume is affected by the number of 

particles. To quantify the effect of each MP-sediment combination, the results suggest the necessity to develop 

a methodology to describe the stochastic behaviour caused by the heterogeneity of the sediment mixture, which 

is part of future research. 
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ABSTRACT 

The need for acoustic proxy methods to determine the suspended sediment concentration (SSC) in water bodies 

stems from two main reasons: the availability of acoustic measurement devices such as acoustic Doppler 

current profilers (ADCP) and the need to provide accurate and regular measurements of the SSC. Different 

methods exist that have been proved to provide reliable results under different conditions, these methods often 

relate SSC with the acoustic attenuation or backscatter. Another acoustic proxy method is based on the 

attenuation to backscatter ratio (ABR). This method has been successfully used in fluvial environments with 

good results. The goal of this paper is to propose the application of the ABR method to several data bases of 

field data measured in a coastal area of Belgium, to determine the SSC and compare the calculated values with 

the ones obtained by means of calibrated optical backscatter point sensor (OBS). Different issues related with 

the ABR method application were identified and are discussed.  

1. Introduction

Environmental monitoring is crucial to assess the condition of environments such as rivers, coastal areas, etc. 

Monitoring allows to measure and register different variables that play a critical role in ecological processes 

(Aleixo et al. 2020). A common instrument found in such monitoring stations are ADCPs that are used to 

measure velocity profiles and estimate the flowrate. Besides the information regarding the velocity profile, 

ADCPs also generate an echo profile along its axis. The echo is a function of different variables, namely SSC 

but also of temperature, salinity, particle size distribution, organic content, etc. 

The goal of this paper is to analyse the ability of the ABR method, applied to the ADCP’s echo profiles, to 

determine the SSC in coastal environments and identify its possibles drawbacks and data requirements. 

1.1. Mathematical model 

The basis of the acoustic methods is the sonar equation that can be written as (Thorne and Hanes, 2002, 

Guerrero et al. 2017):  

𝐼𝑑𝐵 − 𝐶 + 20 log(𝑟𝜓) + 40𝑟𝛼𝑤 log(𝑒) = −40𝜁𝑠𝑀𝑠log(𝑒)𝑟 + 10 log(𝑘𝑠
2𝑀𝑠) (1) 

where IdB is the echo intensity level in dB, C is the instrument constant (dB), ks is the backscatter coefficient, 

Ms is the concentration, rψ is the geometric spreading, r is the distance to the source (m), αw is the water 

attenuation and ζs  is the attenuation coefficient. Equation (1) can be seen as an equation of the type (Guerrero 

et al. 2017): 

𝑦 = 𝑚𝑟 + 𝑏 (2) 

where the slope m is related with the attenuation that in turn gives the SSC for a given particle size 

distribution (PSD) and b is related to the backscatter. In a sense, the determination of the attenuation and 

backscatter is a regression problem. From here, one can define the attenuation to backscatter ratio, ABR as 

(Guerrero and di Federico, 2018):  

𝐴𝐵𝑅 =
𝜁𝑠

𝑘𝑠
2 (3)
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The ABR at a given frequency and for homogeneous concentration depends on the actual PSD only and can 

be estimated from echo profiling (Guerrero et al., 2017; Guerrero and di Federico, 2018). We therefore look 

for a model to relate the SSC to the attenuation and to the ABR as a parameter which fixes the actual PSD. 

This has been succesfully achieved in fluvial environments (Aleixo et al., 2020), however, extending this 

method to coastal environments has proven challenging. 

While in the fluvial environment the processes (e.g., sediment yield and transport) are mostly controlled by 

the hydrology and flow rate/water depth, showing a strong seasonal dependence, e.g., floods in Autumn/Spring 

versus dry periods in Summer, which relate to acoustic features of scattering suspended particles, in coastal 

environments, the observed variations are strongly tide depending: for example the attenuation term prevails 

during tide peaks whereas it is evanescent during falling and rising phases.  

2. Monitoring field station and data

The monitoring station was placed in Ostende, Belgium at Mariakerke and consisted of a metallic frame where 

the following instruments were assembled: 3 ADCPs, 3 OBS, an electromagnetic current meter, and a water 

level meter (Brand, 2019). 

Fig. 1. Map with the location of the monitoring station and monitoring station. 

Application of the mathematical model and determination of the ABR proved non-trivial and it showed a 

grouping of the data points into two main clusters: peaking level and changing level tide phases. In the former 

case the ABR method for SSC assessment appears reliable that is based on sound attenuation cumulated by 

the acoustic wave traveling through a water-sediment mixture with homogenous concentration. On the contrary 

during raising and falling phases of the tide, the backscatter distribution along the profiled water column shows 

that the ABR method hypotheses are not satisfied and call for further analysis. 

. 

3. Conclusions

Meaningful evidence regarding the SSC arises from ADCP echo intensity profiling during tide cycles in coastal 

environments. During peaking levels, which are characterized with high flow velocity the sound attenuation 

maximizes that enables the application of the ABR method previously applied in riverine environment. In this 

case a homogenous, well mixed SSC is expected. Variations phases of the water level, i.e., the falling and 

rising tide phases exhibit negligible sound attenuation, on the contrary the echo intensity level is reinforced 

towards the sea floor that most likely means increasing SSC at bottom. This gives a distribution of the 

backscattering strength that hinders the application of the ABR method.  
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ABSTRACT 

Connectivity describes the efficiency of material transfer between the components of a system. In this study, 

high-resolution multispectral satellite data from the Copernicus Sentinel-2 mission were used to investigate 

the degree of sediment connectivity of the Po river-sea system (northern Adriatic Sea, Italy) in its final section, 

the coastal area. The analysis was performed investigating the spatio-temporal variability of Po River plume 

morphologies captured by the satellite images and evaluating the influence of the main environmental forcings 

affecting sediment dynamics in the study area (wind and river discharge) and therefore river-sea system 

connectivity. Although with some intrinsic limitations, the analysis showed the good potential of high-

resolution remotely sensed data to capture the main features of sediment dynamics, and therefore their 

relevance for a better understanding of the processes that govern sediment connectivity in coastal area.  

1. Introduction

In fluvial and coastal geomorphology, connectivity is a measure of how efficiently the transport of sediment 

through the river-sea system is. The river-sea system includes the whole river basin and the surrounding coastal 

area which extension is determine by river plume dynamics.  

In recent years, many techniques have been developed to quantify sediment connectivity (Najafi et al., 2021). 

However, because of the challenges involved in monitoring the sediment transport in coastal areas there are 

limited applications in coastal environments despite the huge impact on the ecology and morphology of coastal 

areas. Rivers are indeed the major way through which nutrients, sediments and pollutants are transported up 

to the coastal waters.  

The analysis of phenomena occurring in complex environments requires monitoring techniques that provide 

data with a spatiotemporal resolution consistent with the scales of interest. The most direct method of deriving 

such information involves satellite imagery. The main objective of this work was therefore to investigate the 

potential of high-resolution remote sensing data from the Copernicus Sentinel-2 mission to investigate the 

degree of sediment connectivity of a river-sea system in its final section (coastal area), using as a case study 

the area of the Po River prodelta in Italy. 

2. Materials and methods

A time series of Level-1C Sentinel-2 images for the area of the northern Adriatic Sea was collected and 

processed for the period 2015 - 2018 selecting those without any source of disturbance (clouds and sun glint 

effect) and showing visible river plumes. The images were later processed using a processor developed for the 

atmospheric correction and processing of satellite images for coastal and inland water applications, ACOLITE 

(Vanhellemont and Ruddick, 2014, 2015 and 2016). The processor can also output several parameters derived 

from the water reflectance. In this study, it was used to obtain high-resolution turbidity maps, a key parameter 

both in water quality and sediment transport monitoring of coastal and inland waters, using the algorithm 

developed by Dogliotti et al. (2015). 

River-sea system sediment connectivity was then investigated analyzing the spatio-temporal variability of river 

plume dispersal in the study area (Falcini et al., 2012; Brando et al., 2015; Braga et al., 2017). On this aim, for 
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each satellite image, the overall coastal area affected by the river plume dispersal was identified comparing 

the turbidity values with a threshold equal to the Adriatic Sea background turbidity. In the end, the degree of 

sediment connectivity of the system in the coastal area was evaluated considering the frequency of the 

suspended sediments dispersal in the alongshore direction. Turbidity maps were also coupled with in situ 

measurements of the main environmental forcings affecting sediment transport in the study area (wind and 

river discharge) to evaluate their role in affecting river plume morphologies. Considering that the dynamic 

captured by the satellite image depends on the evolution of the forcings in the antecedent period, discharge 

and wind data referred to a temporal window of 72 hours before the satellite acquisition were considered for 

the analysis (Braga et al., 2017).  

3. Results and conclusions

The analysis showed plume patterns with a moderate spatio-temporal variability (Fig. 1) and confirmed the 

major role of wind and river discharge in affecting their overall structure, and therefore their major role in 

affecting the sediment connectivity of the Po river-sea system.  

Fig. 1. Map of frequency of occurrence of Po river plume. 

Long-lasting northerly winds tend to compress the plume against the coast, hampering the bulge formation and 

therefore promoting the sediment supply along the surrounding coastal areas, increasing the system sediment 

connectivity. Southerly winds, in contrast, causing the detachment of the geostrophic current of the plume 

from the coast, determine an offshore sediment transport. The highest river discharge events seem instead to 

limit the influence of the wind on river plume morphology, which tends to show a more prototypical 

morphology (Horner-Devine et al.,2015). 
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ABSTRACT 

Turbidity is a key water quality parameter, used to indicate the level of suspended solids in aquatic systems. 
The cost of data collection, however, often hinders high temporal and spatial measurement resolution of 
turbidity measurement. These last years have seen the (r)evolution of monitoring, where technological 
advances can support the development of innovative monitoring systems, offering lower costs, miniaturization, 
real-time access to data, modularity, connectedness (Internet of Things) and open-source programming. This 
innovative monitoring needs, however, to be compatible with the research goals and provide valid and reliable 
data. This paper focuses on the adaptation of a very low-cost sensor used in industry for sediment monitoring 
in rivers. The aim is to shed light on the problems encountered by researchers while developing these sensors 
and propose solutions to these problems. 

Why does turbidity matter? 

Total Suspended Solids (TSS) is a key parameter to understand and control the quality in many water-related 
systems (Sampedro & Salgueiro, 2015). This parameter, although very easily identifiable, is hard to quantify. 
Turbidity can be used as a surrogate to understand not only the amount but also the size, shape and even 
composition of the particles present in the water. It characterizes how the particles suspended in the water 
scatter and absorb light, rather than transmitting it (Zhu et al., 2020). Turbidity is either acquired by laboratorial 
analysis of samples or by deploying sensors into environments such as streams, lakes and sewer pipes. These 
sensors need to be robust enough to endure harsh weather conditions without compromising the data. Currently, 
many commercial sensors exist in the market but, with costs reaching five to ten thousand euros per sensor, 
high spatial resolution cannot be expected. Recently a trend has been growing to develop low-cost internet of 
things (IoT) connected technology. This technology is now reaching the scientific community, providing lower 
costs and real-time access to data. A key challenge in this process is to optimize the use of new technologies, 
rather than simply replacing the functionality of existing monitoring systems. The goal is to create a monitoring 
chain where all stakeholders have access to relevant information and alerts. This idea is explained in Figure 1. 

Fig. 1. Monitoring chain: from the elaboration of the low-cost monitoring system to the use of data. The text in red corresponds to the steps 
currently being developed by the authors. 
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From the washing machine to the river 

We propose to develop an autonomous energy field turbidimeter with real-time data transmission. The entire 
system is constructed using Arduino components, and its main component, the sensor SEN0189 (DFRobot, 
2022) was first developed to be used in washing machines. To our knowledge, this is currently the only low- 
cost commercially available sensor suitable for this type of measurements. The head consists of a printed circuit 
protected by a transparent plastic cap, on which two LEDs separated by about 1cm allow the measurement of 
the turbidity by operating in the near infrared light spectrum. The sensor measures how much of the emitted 
light is attenuated when going through the water until reaching the receiver. This principle is not new, and has 
already been put into application by many authors (Rymszewicz et al., 2017; Parra et al., 2018). What changes 
in this research in comparison to previous studies is the approach made to rectify inconsistencies in the 
measured data, which are constantly present.  

Several challenging issues need to be solved before the deployment of low-cost turbidity sensors in the field: 
the key challenges are presented below in Table 1. 

Table 1: Issues with deploying low-cost turbidimeter 

Issues Description How to identify it Possible solution 

Ambient 
solar noise 

Sun light causes overestimation of 
measured values because it increases 
the amount of light on the receiver 
LED. 

Using control measurements with 
varying solar influence (in the 
light, shadow and completely 
dark) 

• Use LED with lower sensitivity

• Develop sun protection casing for sensor
• Measure sunlight influence before any

measurement

Fouling 

Accumulation of dirt/algae/calcareous 
materials blocks the passage of light 
between the LEDs 

• Identify trend of increase in
measured values.

• Do measurements before and
after cleaning the probe

• Develop way to keep sensors clean (acid,
ultrasonic, mechanical)

• Implement alert system when trend of
increase is identified

Accuracy 
Turbidity measurement accuracy can be 
affected by voltage measurement 

Direct voltage measurement from 
the Arduino board is questionable 

Use a dedicate component to accurately 
monitor the voltage: ADS1115 

Calibration 
Without sensor calibration the acquired 
data is not valid 

Before the deployment of any 
sensor calibration is needed 

Develop fast standard calibration procedure 

Our preliminary lab experiments (in controlled environment) showed promising results in comparison with 
well-established commercial sensors. The next stage was to implement some of the solutions presented in 
Table 1. To counter the influence of solar light, the emitters and receivers were substituted with LEDs less 
sensitive to ambient lighting. According to our experiments, solar noise tends to increase measured voltage by 
circa 60%; the LEDs substitution limits the increase to circa 10%. 

Experiments to assess the influence of the water temperature in turbidity measurement have shown that it is 
possible to compensate for temperature changes and obtain results very close to reference scientific-grade 
sensors. Another encouraging preliminary result is the apparent better performance of the low-cost sensors 
than the wide turbidity range commercial sensors for concentration above 2g/L of sediments in water. 

The preliminary results encourage us to further pursue the directions taken for addressing the impacts of solar 
noise and of temperature. The SEN0189 has proven its applicability for turbidity measurement in water-related 
systems. Fouling problems will also need to be investigated to reduce field maintenance interventions. The 
issues we encountered and the problem-solving approach we followed can be of inspiration for other 
researchers aiming to use and adapt low-cost technology. Another important step is to consider the whole 
monitoring chain, from the measurement to the data visualisation. 
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ABSTRACT 

Nexus thinking is based on the development of holistic approaches to water, energy and food systems, and 

oriented to reach the security of resources. System-thinking techniques and System Dynamics Modelling tools 

have shown a huge potential in Nexus studies, as they can be used to to map the complex and non-linear 

connections among the different elements - i.e. ecological resources, ecological processes, human processes 

and activities, and infrastructures – which affect the production and mobilization of Ecosystem Services that 

contribute to the Nexus resilience. The present work, which has been performed within the H2020 REXUS 

project proposes some preliminary results of the use of Particupatory System Dynamics Modelling for the 

analysis of a Nexus system in the Lower Danube (Romania) area. 

1. Introduction

Both the concepts of ‘Nexus’ and ‘resilience’ are not new. Nexus is about interconnections among different 

sectors (water, energy, food, ecosystems, climate), whereas resilience is about the capacity of a system to 

respond to threats and retain its ability to deliver benefits (Lawford et al. 2013). The interplay between Nexus 

and resilience has recently received increasing attention (e.g. Hogeboom et al. 2021) and is connected to the 

concept of resource security, which is expected to worsen in the near future, driven e.g. by disruptive shocks 

including climate change (Hoekstra and Wiedmann, 2014; Steffen et al., 2018). Nexus thinking advocates that 

water, energy and food systems should be viewed holistically in order to reach water, energy and food (WEF) 

security (WEF, 2011). A Nexus system is considered resilient if, under internal and external stressors resources 

security is guaranteed by the capability of ecosystems to produce the required Ecosystem Services (ES). 

In this framework, the present work proposes an ES-based approach to better capture and model the existing 

connections between Nexus and resilience. Participatory System Dynamics Modelling (PSDM) techniques 

allow to identify and analyse in an integrated way all the factors and processes related to the production of the 

needed ES, including non-linear feedbacks, trade-offs, and interactions related to Nexus management. 

Stakeholders’ knowledge and scientific information are integrated for the purpose in the form of a Causal Loop 

Diagram (CLD). The results of the implementation of the methodological approach in one of the REXUS pilot 

cases, namely the Lower Danube area, are summarized in the present work. 

2. Methodological approach

SDM is a methodology and mathematical modeling technique to frame, understand and discuss complex 

systems. It is widely used for policy analysis and design, and represents a holistic and cost-effective modelling 

approach. For the purpose of the present work, it is used as an integrated modelling tool, for representing 

Nexus systems as complex socio-ecological systems, i.e. based on the strong interaction among networks of 

agents and natural resources. The use of Participatory approaches in SDM (PSDM) helps integrating local 

knowledge and stakeholders’ perceptions on the investigated problem. Specifically, Causal Loop Diagrams 

(CLDs) are identified as a suitable modelling approach to provide an improved understanding of the system 

under investigation, focusing on the relationships among different variables. In the REXUS project, semi-

structured interviews were used to feed the CLD mainly referring to: i) the most important ES to be produced 

for the Nexus security and the local development; ii) the key ecological resources and processes needed for 
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the ES production; iii) the key actors interested/involved in the ES production; iv) the infrastructures needed 

for the actual use of the ES, and v) the main barriers hampering the ES production processes. 

3. Preliminary results and way forward

The Lower Danube case study (Romania) is characterized by a key ecological resource - i.e. the Danube river 

– which has the potential to produce a wide range of ESs. Most of the stakeholders consider the provisioning

ESs as key for guaranteeing the Nexus security and resilience, particularly with respect to food and ecosystem

domains. Although water resources are rather abundant in the area, their potential to produce and mobilize ESs

is hampered by the lack of effective policies and infrastructures. The results of the interviews were structured

in Causal Loop Diagrams to describe the cause-effects web of non-linear connections affecting the production

of ESs, according to the stakeholders’ problem understandings. The following Figure 1 shows one of the CLDs,

referring to the role of riparian wetlands.

Figure 1. Sub-model focusing on the role of the riparian wetland to produce ESs in the Lower Danube pilot area 

Specifically, wetlands contribute to food security by increasing aquaculture production, which in turn, would 

contribute to the community's well-being. Moreover, wetlands are expected to play a key role in enhancing 

biodiversity and, thus, attracting eco-tourists. Finally, the wetlands produce regulating ES, contributing e.g. to 

flood risk reduction. However, currently, most of the former riparian wetlands are used either as pasture areas 

or as agricultural land, being in a fairly bad status from the ecological point of view. A project for restoring 

riparian wetlands is currently under discussion and is supposed to improve the connection between the river 

and the former wetlands, through the realization of new - or renovation of existing - channels. The high level 

of conflict among different institutional actors is also hampering this transition.  

The whole model will be used to better understand how Nexus security and  resilience in the pilot area could 

be achieved, ultimately identifying the multi-dimensional impacts that different policies may have on the 

system as a whole and on different stakeholders. 
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ABSTRACT 

Pressure reducing valves (PRVs) are widely used to regulate pressures in the supply and distribution parts of 

water networks, by reducing the upstream pressure to a set outlet pressure (i.e., downstream of the PRV), 

usually referred to as set point. As all types of mechanical equipment, PRVs may exhibit malfunctions affecting 

pressure regulation, such as high frequency fluctuations around the set point and/or prolonged systematic 

deviations from the set point, allowing their detection to be approached in a statistical context. This work 

focuses on the implementation of a novel statistical framework (see Perdios et al., 2022) to an existing pressure 

management area (PMA) of the city of Patras in western Greece, aiming at early detection of PRV 

malfunctions. The implemented framework uses: a) the cumulative distribution function (CDF) of the root 

mean squared error (RMSE) to monitor the performance of PRVs by detecting individual malfunctions, and 

b) the hazard function concept to identify a proper duration of sequential events from (a) to issue alerts.

1. Introduction

Installation of PRVs has been essential in managing water losses in Water Distribution Networks (WDNs) (see 

e.g., Prescott and Ulanicki, 2008). While novel methods for hydraulic modeling and improvement of PRV

functionality under a wide range of network configurations have attracted significant attention, including real

time control (RTC) and optimal selection of sensor locations (see e.g., Farley et al., 2010; Galuppini et al.,

2020), no rigorous statistical framework currently exists to monitor their operation level. This work presents

the implementation of a recently developed statistical framework to an existing pressure management area

(PMA) of Patras WDN (the most populous city in western Greece), aiming at early detection of PRV major

malfunctions that lead to pressure fluctuations and may significantly influence the network’s lifetime.

2. Area and Data

We use pressure data at 1-min temporal resolution from PMA Diagora, which is part of the WDN of the city 

of Patras, for the 3-year period from 01/Jan./2017 to 31/Dec./2019. PMA Diagora consists of 12.8 km of 

pipeline (mainly PE and PVC pipes), covers an area of 352.5 m2, and serves approximately 4000 consumers; 

see Serafeim et al. (2021). 

3. Methodology

3.1. CDF of RMSE 

As a first step, we use the root mean squared error (RMSE) in Eq. (1) to describe both systematic and random 

deviations from the pressure set point, calculated within a window of constant duration D: 
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where y(t) and yset(t) denote the observed downstream pressure and the pressure set point at time t, respectively, 

dt is the temporal resolution of the data (in our case dt =1 min), and n =D/dt. 

After estimating the RMSEs, we use their empirical cumulative distribution function (CDF) to detect 

individual malfunctions based on their frequency of occurrence. 

3.2. Hazard function and issuance of alerts 

In the second and last step of the implemented methodology, we utilize the hazard function concept described 

in Eq. (2) (see e.g., Benjamin and Cornell, 1970) to identify a proper scale of continuous individual 

malfunctions to issue alerts: 
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where T is a non-negative random variable denoting the waiting time until a status change occurs, fT is the 

probability density function (PDF) of T, FT is the CDF of T, and ST is the survival function of T defined as 1- 

FT. 

4. Results - Discussion

The obtained results show that the suggested methodological framework allows timely and reliable detection 

and alerting of major PRV malfunctions (see Figure 1), as indicated by the repair dates reported by the 

Municipal Enterprise of Water Supply and Sewerage of the City of Patras (DEYAP), substantially reducing its 

response time with significant financial and operational benefits. 

Fig. 1. Illustration of PRV outlet pressure (black line) and set point (green line) for PMA Diagora: a) in June 2018, and b) in September 

2019. Red circles denote the dates of the alerts issued by the developed framework, whereas blue circles denote the reported repair dates. 
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ABSTRACT 

Optimal management of coastal aquifers usually involves the operation of artificial recharge facilities as a key 

measure to address some of their most typical problems, such as depletion of groundwater resources and 

seawater intrusion. At the same time, a sound strategic plan for monitoring and modelling of all relevant 

hydrological processes is required so that both the effectiveness of these hydraulic works is evaluated as well 

as a reliable prediction of the future quantitative and qualitative condition of the aquifer is achieved. 

In particular, with regard to the simulation of the above, one of the important challenges that arise is the 

different spatial and temporal scales with which the hydrological processes are associated within the model 

domain. Managed Aquifer Recharge (MAR) facilities are considered boundary conditions that have a point 

effect on a model domain which usually involves a coarse and widely extended grid. The construction of a 

different model which will be developed based on the appropriate MAR scale is neither a desirable nor a cost 

and time effective solution to the above. However, the existence of different codes and/or packages in order to 

provide sufficient grid refinement option is thought to be an appropriate solution to the above problem. 

The scope of this ongoing research is to simulate the hydrological processes associated with the injection of 

recharge-water into an aquifer through a long-term and systematic MAR scheme, using the well-known public 

domain and open-source USGS MODFLOW-2005 code (finite difference method) and the use grid refinement 

tools.  

It is envisaged that the aforementioned modelling approach will enable the more precise and reliable simulation 

of injection wells, within a larger model domain of a coastal aquifer system. 

1. Introduction

It is common that simulations of ground-water flow and transport often need highly refined grids in local areas 

of interest in order to improve simulation accuracy. Areas where there is need of grid refinement usually are 

where hydraulic gradients change significantly over short distances, such as near pumping or injection wells. 

Moreover, areas where there is need of mass transport simulation of site-scale contamination within a regional 

aquifer, as well as areas where detailed representation of heterogeneity is needed.  

Refinement of the finite-difference grid used by MODFLOW-2005 for modular three-dimensional, ground-

water flow model, can be achieved by using different approaches; from globally refined grids, to variable 

spaced and locally refined grids as discussed by Mehl and Hill (2007).  

Telescopic Mesh Refinement (TMR) is a grid refinement method provided by MODFLOW-2005 that 

combines two or more different‐sized finite‐difference grids—usually a coarse grid, which incorporates 

regional boundary conditions, and a locally refined grid, which focuses on the area of interest. The link between 

the coarse and local grids is most commonly accomplished by first simulating the coarse grid and using its 
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results to interpolate heads and fluxes, or a combination of both, onto the boundaries of the local grid (Mehl 

and Hill, 2013). 

2. Modelling of Argolis aquifer system

The coastal aquifer system of Argolis in Peloponnese, Greece, is being modelled in an effort to optimise the 

irrigation water use through the understanding, description and predictions of the water demand and supply of 

the system.  For decades, the main economic activity in the region of Argos is agriculture and it is considered 

one of the most irrigated areas in the country. As a consequence, contamination of groundwater due to seawater 

intrusion and nitrate pollution have occurred over the years of exploitation. For this reason, MAR has been 

applied to the area by the local authorities since 1990, using a variety of different methods: from surface basins 

to shallow wells or deep boreholes. 

Monitoring of the groundwater levels in the area, combined with hydrochemical analysis in water samples is 

an ongoing process that feeds the model being developed with data that depict the current quantitative and 

qualitative state of the groundwater aquifer system. In Figure 1, the digital elevation and the electrical 

conductivity measured at the end of the irrigation period in 2021 is shown.  

Fig. 1. Map of the digital elevation of the area of study which is the Argos field in Peloponnese, Greece (on the left) and map of the electical 

conductivity measured on water samples being collected in September 2021 (on the right) 
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ABSTRACT 

As in most islands of the Greek Territory, in Skyros, the electricity needs of the residents are mainly covered 

by autonomous energy stations. Electricity is produced by consuming fossil fuels. Moreover, the water in the 

network is not potable, so it is necessary to use bottled water. The solution is given through desalination. This 

paper examines the potential construction of a Hybrid Renewable Energy System (HRES) for drinking water 

and electrical needs without emitting any pollutants into the atmosphere. Wind turbines electrify the system 

while pumped storage hydropower and hydrogen are used to store excess energy. These two methods are a 

solution to the issue of storage and controlled distribution of the clean wind energy produced by the wind 

turbines.  

1. Introduction

In Skyros, as in most Greek islands, the energy needs are covered by autonomous power stations (APS), which 

produce energy through fossil-fuel consumption, a non-environmentally-friendly choice. The main 

disadvantages of APS are that in case of damage to the station, there will be a total blackout; moreover, during 

the summer, APS are sometimes unable to cover the electricity demand. The solution is to take advantage of 

the potential of Renewable Energy Sources (RES) and to use energy storage methods like pumped storage and 

hydrogen for better energy management (Katsaprakakis, 2016). The combination of different RES coupling 

with a storage system constitutes a Hybrid Renewable Energy System (HRES).  

In recent years, the research in the desalination industry has focused on the combination of desalination plants 

with RES, in order to reduce both energy costs and also the cost of the produced desalinated water. Of all 

desalination processes, Reverse Osmosis (RO) is the most suitable method because of its low energy 

consumption, the suitability for connection with RES and the production of high quantities of desalinated water 

(Al-Karaghouli and Kazmerski, 2013). 

2. Study area

Skyros is an island in the Aegean Sea. It is the southernmost and the largest island of the Sporades archipelago. 

The island has a total area of 220 km2 and a coastline length of 134 km. Based on the last census of 2011, there 

are 2.994 inhabitants, a number that reaches 12.000 during summer months due to tourism (Hellenic Statistical 

Authority, 2011). Due to its geographical position and the influence of the sea, the climate of the island is 

described as the Mediterranean. The average annual temperature during the years 2011–2020 is 18,5°C, the 

total annual rainfall is 491 mm and the prevailing winds are mainly northerly, around 3 – 4 Beaufort 

(Lagouvardos et al., 2017). 

Skyros has a water supply that is not suitable for human consumption, as it comes from brackish water sources, 

mainly from the source “Anavallousa”. For this reason, residents have to use bottled water. For electricity 

needs, the island has a local autonomous power station. 

3. Methodology

The installation of an HRES, coupled with a desalination unit, on the island of Skyros, is evaluated for meeting 

water and electricity demands. This system provides a solution to the non-potable water that reaches the 

households and, also, to the instability of the local power grid. 

Hydrogen is produced based on the method of Polymer Electrolyte Membrane (PEM) electrolysis (Zeng and 

Zhang, 2010). To produce 1 kg of hydrogen, 0,06 MWh of electrical energy and 9 kg of clean water are required 

(Rievaj et al., 2019). 
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In order to evaluate the response of the HRES, two scenarios have been examined. In both scenarios, wind 

turbines electrify the system, providing 30% of the energy directly to the power grid to cover electrical needs, 

while the remaining 70% is available for desalination, pumping and hydrogen production, with priority given 

to desalination. If there is excess energy after meeting water needs, it is used for the remaining electricity 

demands. The difference between the two scenarios has to do with the methods of how the excess energy is 

stored, after meeting electrical needs. The 1st scenario depends on the method of pumped-storage 

hydroelectricity. If there is a lack of energy, the turbine produces hydroelectric energy. If there is an excess in 

energy, it is used to pump water into the reservoir. The 2nd scenario examines the use of hydrogen technology. 

If there is a lack of energy, electrical energy is produced from hydrogen. If there is an excess, it is used to 

produce hydrogen. 

4. Results and concluding remarks

The usage of the produced wind energy for the two scenarios throughout the year is shown in Figure 1. In both 

scenarios, 30% of the produced wind energy is being provided to the power grid, 9% is used for desalination 

and 7% is used directly to cover electricity demands. The rest 54% of the produced wind energy is treated 

differently in each of the two scenarios. In the 1st scenario, 18% is used for pumping and 36% is not usable, 

either because the reservoir is full, or because there is not enough energy for the water pumps to function. In 

the second scenario, 54% is used for hydrogen production.  

Fig. 1 Distribution of energy produced by the HRES. 

A water reservoir is used to store the desalinated water, so in both scenarios, there is total coverage of the water 

demands. 

Figure 2 presents a comparison of the two scenarios, depicting the mean monthly demand for electrical energy, 

the coverage of the two scenarios and the coverage of the wind turbines. In the 2nd scenario, there is the highest 

coverage of the demands at the percentage of 90% throughout the year. The lowest coverage of electricity 

demands occurs in the 1st scenario, where the electricity needs are covered at 86%. 

Fig. 2 Mean monthly demand of electricity energy, coverage from the three scenarios and coverage from the wind turbines. 
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ABSTRACT 

This study studies the historical and future evolution of the degraded quantity and quality of water resources 

in the coastal and agricultural Almyros Basin, in Greece. Multi-model ensembles of RCP4.5 and RCP8.5 

projections from the Med-CORDEX database for precipitation and temperature have been corrected for bias 

and used in the analysis. The simulation of surface water and groundwater has been performed using an 

Integrated Modelling System that contains coupled models of surface hydrology (UTHBAL), groundwater 

hydrology (MODFLOW), nitrate leaching/crop growth (REPIC), nitrate pollution (MT3DMS) and seawater 

intrusion (SEAWAT). The results indicate that the water deficit will become larger, the nitrate pollution will 

be reduced, in general, although local prohibiting concentrations will be present, and the seawater intrusion 

will advance inland. 

1. Historical Water Quantity/Quality Status of the Study Area

Intensive groundwater abstractions for irrigation and nitrogen fertilization for crop production maximization, 

have caused a large water deficit, nitrate pollution and seawater intrusion in the Almyros aquifer. Alfalfa, 

cereals, cotton, maize, olives trees and orchards, vegetables, vineyards, and wheat are cultivated in the study 

area. The climate of the region is semi-arid, Mediterranean, the existence of ephemeral streams and the absence 

of surface water storages contribute to the basin water deficit (Lyra et al., 2021a; 2021b). 

2. Future Water Quantity/Quality Status

2.1. Quantile Empirical Mapping Bias Correction

Quantile Empirical Mapping (Eq. 1) has been applied on timeseries of areal monthly precipitation and 

temperature. F is the distribution of the variable (Lee and Singh, 2018), on the centroids of Almyros sub-

basins, for multi-model ensembles of medium (RCP4.5) and extreme (RCP8.5) enforcing emissions (Fig. 1). 

The method performed very well, compared with the observed data, as it is indicated by Nash-Sutcliffe 

Efficiency (Eff, Eq. 2) where Y, F represent the simulated and the observed values, both for 1971-2000 and 

2001-2018.  The values of Eff were equal to 0.90 and 0.93 for precipitation under RCP4.5 and RCP8.5, 

respectively. The respective values of Eff for temperature range from 0.85 to 0.88 under RCP4.5, and from 

0.96 to 0.90 for RCP8.5, respectively. 

ŷ=FRCP
-1 (FObserved(x)) (1) 

Eff=1-
∑ (yi-fi)

2n
i=1

∑ (yi-y̅)
2n

i=1
(2) 

2.2. Climate Change and Integrated Modelling System 

The agriculture in the basin relies only on groundwater irrigation abstractions. The assessment of climate 

change impacts on surface water and groundwater resources is critical to sustainable water resources 

management of the basin.  
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Fig. 1. Graphical abstract of Integrated Climate Change Simulation for Almyros Basin 

The simulated results of water balance and water quality indicators are presented in 

Table 1. 

Table 1. Mean annual values of precipitation (P) [mm], temperature (T) [°C], surface runoff (Q) [mm], groundwater recharge (Rg) 

[mm], groundwater water balance (GWB) [hm3], nitrates leaching (NL) [mg/L], groundwater nitrates (NO3) and groundwater chlorides 

(Cl) concentrations [mg/L] for historical and future periods. 

Model Variable Averages per 

Time Period 
1970-2000 2001-2018 2019-2050 2051-2080 2081-2100 

P Observed 551.3 584.3 – – – 

P RCP4.5 (QEM) 566 606.1 558.6 565.9 553.2 

P RCP8.5 (QEM) 560.5 590.6 556.4 562.1 565.7 

T Observed 14.8 15.6 – – – 

T RCP4.5 (QEM) 14.8 15 15.4 16.2 16.4 

T RCP8.5 (QEM) 14.8 15.6 16.5 18.3 22.5 

Q Obs. (UTHBAL) 114.5 107.3 – – – 

Q RCP4.5 (UTHBAL) 123.9 107 103.5 101.8 93 

Q RCP8.5 (UTHBAL) 131.5 108.7 101.4 89.9 77.5 

Rg Obs. (UTHBAL) 551.3 584.3 – – – 

Rg RCP4.5 (UTHBAL) 566 606.1 558.6 565.9 553.2 

Rg RCP8.5 (UTHBAL) 560.5 590.6 556.4 562.1 565.7 

GWB Obs. (MODFLOW) -11.8 -12.2 – – – 

GWB RCP4.5(MODFLOW) -15.7 -13.5 -17.2 -10.35 -7.73

GWB RCP8.5 (MODFLOW) -14.6 -12.4 -18.1 -10.30 -6.10

NL Obs. NO3 (REPIC)  36 47 – – – 

NL NO3 RCP4.5 (REPIC)  31 70 34  35  41 

NL NO3 RCP8.5 (REPIC)  35 80 48 47  50 

NO3 Obs. (MT3DMS) *Max 32/ 139* 29/ 135* – – – 

NO3 RCP4.5 (MT3DMS) 32/ 139* 30/ 133* 24/ 112* 17/ 90* 17/ 81* 

NO3 RCP8.5 (MT3DMS) 33/ 139* 30/ 133* 28/ 139* 20/ 667* 19/ 95* 

Cl Obs. (SEAWAT) *Max 139/ 6808* 148/ 19824* – – – 

Cl RCP4.5 (SEAWAT) 138/ 5788* 127/ 11378* 182/ 20284* 570/ 20290* 798/ 20182* 

Cl RCP8.5 (SEAWAT) 137/ 4927* 122/ 11936* 178/ 20282* 517/ 20280* 703/ 20182* 

3. Conclusion

The results indicate that the quantity and quality status of surface water and groundwater would deteriorate 

under the climate change scenarios. The water deficit and quality degradation are milder under RCP4.5 

scenario compared to RCP8.5.  
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