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Abstract

This paper presents experimental results quantifying the

vertical variation in diffusion coefficients with depth below

the sediment-water interface for one flow and sediment

combination. A modified EROSIMESS-System has been

used in conjunction with fibre-optic fluorometers to

determine the variation. The diffusion coefficient reduces

exponentially with depth below the sediment-water

interface in two repeat tests with 1.85mm diameter

sediment under a bed shear velocity of 0.02m/s. There is a

discrepancy between the upper most coefficients calculated

from the in-bed data and those calculated from the bulk

exchange measurement in the water column.

Introduction

To predict the fate of chemicals released into the aquatic

environment, risk assessment models based on the impact

zone concept (McAvoy, et al., 2003) are increasingly being

developed (Whelan, et al., 2007). As part of these models,

the movement of solute chemical pollutants from the water

column across the sediment-water interface, and then into

the sediment bed, or vice versa, may be required. The

impact zone is a region in which a rivers’ ecosystem is

adversely affected by the pollutants, defined by the

recovery, to pre-pollutant introduction levels, of microbial

respiration and nitrification (Whelan, et al., 2007; McAvoy,

et al., 2003). The river ecosystem includes the macro-

invertebrate benthic community which may be strongly

influenced by contaminant concentrations, both in the pore

water and attached to fine sediment particles (Bottacin-

Busolin, Singer, Zaramella, Battin, & Marion, 2009).

Numerous studies (Elliott & Brooks, 1997; Marion,

Bellinello, Guymer, & Packman, 2002; Tonina &

Buffington, 2007) have shown significant mass transfer

across the sediment-water interface into the hyporheic zone.

However the variation in diffusion coefficient with depth

below the sediment-water interface has only been studied

by Nagaoka & Ohgaki (1990) and Shimizu, Tsujimoto, &

Nakagawa (1990), who both used large diameter glass

spheres ( ହ݀଴ ≥ 17mm). They show a reduction in diffusion

coefficient with depth, but the studies were limited to

depths up to a few particle diameters below the interface.

To quantify the variation to a greater depth below the

sediment-water interface (up to 76 particle diameters) a re-

designed EROSIMESS-System (shortened to erosimeter),

similar to that used by Chandler, Pearson, Guymer, & Van-

Egmond (2010), was employed.

Theory

The erosimeter was originally designed as an in-situ

erosion-meter, developed at The Institute of Hydraulic

Engineering and Water Resources Management, Aachen

University of Technology in Germany (IWW, RWTH).

Originally deployed to determine the critical bed shear

stress of sediments deposited in small hydropower plant

reservoirs, it has been used to study the stabilising effect of

benthic algae on cohesive sediments (Spork, Jahnke,

Prochnow, & Koengeter, 1997) and the effect sediment re-

suspension has on the dissolved oxygen content of river

water (Jubb, Guymer, Licht, & Prochnow, 2001). For the

experiments presented in this paper the original system has

been re-designed for laboratory work and details are given

in the experimental setup section.

The erosimeter has been used previously to quantify the

diffusion coefficient across the sediment water interface

(Chandler, Pearson, Guymer, & Van-Egmond, 2010). The

experimentally derived coefficients were compared to

coefficients from 11 previous laboratory studies through the

scaling relationship (1) proposed by (O'Connor & Harvey,

2008). The scaling relationship is based on previous

laboratory studies and is reproduced in Figure 1
ܦ
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Where: ܦ is the diffusion coefficient, ௠’ܦ is the molecular

diffusion coefficient through the sediment pore water, ܴ ∗݁

is the shear Reynolds number (2) and ܲ ௄݁ is the

permeability Péclet number (3).



Figure 1: Effective diffusion scaling relationship plotted with experimental data used to derive the relationship (O'Connor &

Harvey, 2008).
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௦݇

ߥ
(2)

Where: ∗ݑ is the bed shear velocity, ௦݇ is the roughness

height and ߥ is the kinematic viscosity.

ܲ ௄݁ = ∗ݑ
ܭ√

௠′ܦ

(3)

Where: ܭ is permeability.

The data used by O'Connor & Harvey (2008) resulted from

several different experimental setups. All studies used re-

circulating flumes, but the initial location of the solute

tracer and the measurement system (either in-bed or water

column) was different. This resulted in several different

equations being used to analyse the data, however they all

used the same general methodology. For a temporal

concentration profile obtained from an instruments

positioned within the water column and tracer initially

located in the sediment pore water (in-bed), O'Connor &

Harvey (2008) used (4) to calculate the diffusion coefficient

across the sediment-water interface .(ܦ) The same approach

was used by Chandler, Pearson, Guymer, & Van-Egmond

(2010) and others.

ܦ = ቆ
ߨ√

଴,௦ܥ2

dܯ௪

dݐଵ ଶ⁄
ቇ

ଶ

(4)

Where: ଴ǡ௦ܥ is the initial solute concentration within the

sediment pore water, ௪ܯ� ଵݐ� ଶ⁄⁄ is the initial slope taken

from the temporal concentration profile, where ௪ܯ is the

accumulated mass of solute tracer in the water column and

ଵݐ ଶ⁄ is the square root of time. O'Connor & Harvey (2008)

do not specify what portion of the profile corresponds with

the initial slope.

The experimental setup described below, has solute tracer

initially placed in the sediment pore water, clean water in

the water column above, five instruments positioned

vertically in the bed and one in the water column. This

results in several temporal concentration profiles at

different depths below the sediment-water interface and one

from the water column. Figure 2 shows the expected

temporal concentration profiles, generated using a

numerical one-dimensional diffusion model. The vertical

diffusion coefficient varies with depth and the profiles are

taken from spatial points that correspond to the instrument

locations in the experimental setup. Plotting the x-axis as

ଵݐ ଶ⁄ allows both the rapid exchange near the sediment-

water interface (e.g. 15mm below the interface) and the

slow exchange furthest away (e.g. 151mm) to be seen

together.

The temporal concentration profiles from the water column

in this study have been analysed using (4). However the

same methodology cannot be applied to the in-bed profiles.

The in-bed profiles were analysed using the methodology

and equations described in Nagaoka & Ohgaki (1990). The

method uses the upper profile, ݂ሺݐሻ, (such as 49mm below

the sediment-water interface) in a pair to predict the lower

profile ,(஺ܥ) that should match that measured, e.g. at 83mm

below the interface (Figure 2). The diffusion coefficient

(ଵܦ) is optimised within (5) so ஺ܥ gives the best fit to the

measured lower profile. This process allows the average

coefficient for the region between the two profiles to be

obtained.



Figure 2: Expected temporal concentration profiles from

the experimental setup used (generated using a 1D diffusion

model)
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Where: isݐ time, ܮ is the distance between the two profiles

used in the analysis, ଵܦ is the diffusion coefficient for the

region between the two profiles, ଶܦ is the diffusion

coefficient for the region below the lower of the profile and

ܽ= ඨ
ଶܦ
ଵܦ

, ܾ=
ܽ− 1

ܽ+ 1

(6)

Equation (5) is derived from Fick’s second law of diffusion,

but requires the diffusion coefficient, ,ଶܦ for the region

below the lower of the profile in the pair to be known. This

can be obtained from analysing the profile pair below the

pair currently being analysed. For example by analysing

profiles from 83 and 117mm to obtain ଶܦ for the analysis

between profiles at 49 and 83mm below the sediment-water

interface. However for the lowest profile pair (e.g. 117 and

151mm) the assumption must be made that the region

below the lower profile in the pair has the same coefficient

as the region between the profiles. Making this assumption

simplifies (5) to
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where: ஻ܥ is the predicted lower profile.

The Nagaoka & Ohgaki (1990) methodology starts by

analysing the lowest two profiles (e.g. 117 and 151mm),

optimising ଵܦ in (7) so that the best fit is obtained between

஻ܥ and the measured lowest profile (151mm). The

optimisation routine employed in this study uses the

coefficient of determination, ܴ௧
ଶ, (Young, Jakeman, &

McMurtrie, 1980) as the goodness of fit parameter between

the measured and predicted profiles. Once the diffusion

coefficient for the region between the lowest profiles has

been obtained, the analysis moves to the next profile pair,

second furthest from the sediment-water interface (e.g. 83

and 117mm), and uses (5) instead of (7). Again ଵܦ is

optimised and ଶܦ is set using the output from the previous

analysis step. This process repeats until all the profiles pairs

have been analysed, finishing with the pair closest to the

sediment-water interface (e.g. 15 and 49mm).

Experimental Setup

As stated in the last section the erosimeter was re-designed

for these experiments. The original motor, propeller and

control system were retained, but a new main section and

base were designed. The primary reasons for the re-design

were to improve the placement of sediment, give side

access for instrumentation in the base section and

incorporate an in-situ permeability test.

Figure 3 shows the re-designed erosimeter, with a flanged

connection between the main section and base at the

sediment-water interface, the fibre-optic fluorometers,

Turner Designs cyclops 7 fluorometer, temperature sensor

and outlet in the base for the permeability testing.

The main section is 300mm high with an internal diameter

of 96.2mm, with a Turner Designs cyclops 7 fluorometer

and temperature sensor (on opposite sides) 60mm below the

top. The base section is 200mm tall and has the same

diameter as the main section. Fibre-optic fluorometers are

aligned vertically 15, 49, 83, 117 and 151mm below the top

of the base section, also the location of the sediment-water

interface.

The motor sits on top of the main section with a 260mm

shaft bringing the 20mm diameter tri-bladed propeller to

40mm above the sediment-water interface. Six baffles

around the circumference, at the height of the propeller,

create a uniform bed shear stress at the sediment surface

(Liem, Spork, & Koengeter, 1997).

The propeller speed is calibrated to the bed shear velocity

(∗ݑ) through observing the onset of sediment motion for

single size sediments. Thereby obtaining the critical bed
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shear stress which is used to estimate bed shear velocity by

employing the Van Rijn (1984) criteria. This procedure is

the same as that used by Jubb, Guymer, Licht, & Prochnow

(2001).

Figure 3: Schematic of erosimeter experimental setup

The base section also includes a drain so that a constant

head permeability test can be conducted in-situ after solute

trace experiments have been undertaken. A cap, connected

to the constant head source, is placed on top of the main

section, replacing the motor and housing. Manometer gland

points (140mm apart) in the base are used to measure the

hydraulic gradient ( )݅ throughout the sediment bed. This

gradient is used to calculate hydraulic conductivity (஼ܭ) of

the sediment using (8).

஼ܭ = ൬
ܳ

݅
൰൬
ܴ௧
௦ܣ
൰ (8)

Where: ܳ is flow rate, ݅is hydraulic gradient (݄ ⁄ݕ ), where

ℎ is the difference in manometer level and ݕ is the distance

between manometer gland points and ܴ௧ is the temperature

correction factor given in British Standard 1377-5:1990.

The hydraulic conductivity is converted into a permeability

(ܭ) using (9). The equations and methodology followed are

given in British Standard 1377-5:1990.

ܭ =
ߥ஼ܭ

݃
(9)

Where: ߥ is the kinematic viscosity and ݃ is gravity.

The fibre-optic fluorometers have a head diameter of 4mm

(Figure 4) and have been developed specifically for this

research. A mesh hat (30mm long by 4mm) is positioned

over the end of the fibre to create a measurement volume of

approximately 0.23ml. They are calibrated in-situ using a

two point calibration for each test, whilst the cyclops 7

fluorometer was calibrated once before the test series.

Figure 4: Photograph of fibre-optic fluorometer head and

five pence piece (18mm diameter) for scale

The solute tracer used is Rhodamine WT, a fluorescent

tracer developed in the 1960’s specifically as a tracer (US

patent 3, 367.946). In the configuration described above all

the fluorometers have an accuracy of 1ppb.

The repeat tests shown in this paper were conducted on the

same size sediment and under similar flow conditions. The

sediment comprises glass spheres with a mean diameter

( ହ݀଴) of 1.85mm, with 80% falling between 2.00 and

1.70mm. The porosity of the sediment was measured to be

0.39 and the permeability was found to be 2.11 × 10ିଽ and

2.06 × 10ିଽm2 for test 1 and 2 respectively. The bed shear

velocity for both runs was 0.02m/s.

Results and Discussion

Figure 5 shows the temporal concentration profiles for all

the instruments, both in-bed and water column for test 2, as

well as the temperature variation throughout the test. The

noise on the dye traces is most likely to be caused by

temperature, as an increase in temperature will cause a

decrease in fluorescence (Smart & Laidlaw, 1977).

Although the temperature was recorded in the upper part of

the water column during the experiments, no correction has

been applied as the noise, recorded only on the lower

fluorometers, did not affect the analysis. The temperature

throughout the tests was 21 ± 1°C.

The increasing time it takes for mixing to start and then

complete with increasing depth below the sediment-water

interface is clear in Figure 5. Exchange of solute tracer

from the pore water starts to occur 15mm below the

sediment water interface within a minute of the test starting,

whereas there is no significant mixing at 117mm until 11
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hours into the test. It is also clear that equilibrium

conditions have not been reached, as the trace from the

instrument at 151mm below the sediment-water interface

shows little change throughout the test, approximately 10%

reduction. However there is enough change to allow the

profile to be used in the analysis.

Figure 5: Concentration profiles from test 2, ହ݀଴ of 1.85mm

and ∗ݑ of 0.02m/s

The water column profiles from both tests were analysed

using (4). The average diffusion coefficient for the two tests

was 1.96 × 10ି଻m2/s and is approximately half the value,

3.27 × 10ି଻m2/s, predicted from the scaling relationship

(1) proposed by O'Connor & Harvey (2008). The

proportion of the temporal profile that should be included

when calculating the initial slope used in (4) is not stated by

O'Connor & Harvey (2008). A sensitivity analysis was

conducted by using different percentages of the equilibrium

mixing (fully mixed system) concentration as the final

value included in the initial slope calculation, a range of

diffusion coefficients can be calculated. This has been

undertaken for test 2, and gives a range between 2.16 ×

10ିଽm2/s (70%) to 4.08 × 10ି଻m2/s (2%). A comparison

of the ܴଶ values for a linear best fit line fitted to the

different portions of the data reveals that the highest ܴଶ

value corresponds to 20% of the equilibrium concentration

being used to define the initial slope. The high ܴଶ value

indicates that a straight line best represents this portion of

the data. This analysis, combined with the analysis of one-

dimensional diffusion model simulations, resulted in a

value of 25% of the equilibrium concentration being used

to define the initial slope.

The in-bed profiles were analysed using (7) for the

instrument pair 151 and 117mm below the sediment-water

interface and using (5) for all the other profile pairs.

Because each stage of the analysis uses two profiles, only

four diffusion coefficients are obtained from the five

profiles. The diffusion coefficients obtained from both tests

are presented in Figure 6, along with the water column data

derived coefficients.

There is close agreement between the diffusion coefficients

derived from both tests at all levels within the bed, and

water column. The in-bed coefficients are plotted at the

midpoint between the two profiles used to obtain them. As

stated previously, the analysis gives an average coefficient

for the region between the two profiles. Depending on how

the diffusion coefficient varies within this region, either

exponentially, linearly or some other function, the average

value from that variation may not occur at the midpoint.

However the variation in the region between two profiles

cannot be ascertained from the trace data, so the midpoint

has been used.

Figure 6: Variation in diffusion coefficient with depth

below sediment-water interface

A best fit line has been plotted though the in-bed data in

Figure 6. The line shows a logarithmic variation in depth

with diffusion coefficient. This equates to an exponential

change in diffusion coefficient with depth. Although this

relationship is very strong and is consistent in both repeat

tests, only one sediment and flow condition has been tested.
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More tests with different sediment and flow characteristics

are needed to determine the universal applicability of the

relationship.

The average diffusion coefficient for the two tests between

the profiles 15 and 49mm below the sediment-water

interface is 3.64 × 10ି଻m2/s, which is very close to that

predicted by the scaling relationship (1), 3.27 × 10ି଻m2/s,

for the interface (O'Connor & Harvey, 2008). There is a

discrepancy between the diffusion coefficient closest to the

sediment-water interface derived from the in-bed data, and

that derived from the water column data. The difference is

1.68 × 10ି଻m2/s, almost 50% of the in-bed value. The

water column coefficient should be equal to the coefficient

across the interface.

The reason for the discrepancy cannot currently be

explained, but the different analysis methods applied to the

in-bed data, Nagaoka & Ohgaki (1990) methodology, and

the water column data, O'Connor & Harvey (2008)

methodology, could account for it. The variation is within

the scatter of repeat tests used by O'Connor & Harvey

(2008), which span an order of magnitude, but the

coefficients (Figure 6) from this study come from the same

test, and the difference is repeatable. The discrepancy may

primarily be from the water column data. As stated in the

theory section O'Connor & Harvey (2008) do not specify

what portion of the data they use to ascertain the initial

slope, used in (4). This study has used 25% of the

equilibrium concentration to define the last value included

in the initial slope, however taking a smaller percentage

does result in a higher calculated diffusion coefficient for

this data set, closer to the scaling relationship predicted

value.

Conclusions

There is a clear relationship shown in Figure 6 between the

diffusion coefficient and depth below the sediment-water

interface and good repeatability between the two tests.

There is a discrepancy between the diffusion coefficient

derived from the in-bed data closest to the sediment-water

interface and that derived from the water column

instrument. Currently this difference is not explainable, but

the different analysis methodologies used on the in-bed and

water column data may have an impact, particularly the

percentage of the data used to define the initial slope used

in (4) for the water column data. Both agree well with the

interface coefficient predicted by the scaling relationship

proposed by O'Connor & Harvey (2008).

To investigate the relationship between depth and diffusion

coefficient further, different sediment and flow conditions

need to be examined. This will indicate whether the

exponential reduction seen here is universal, or if the

sediment and flow conditions alter the reduction in

diffusion coefficient with depth below the interface.
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